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ABSTRACT
Subband processing is applied to blind source separation (BSS) for convolutive mixtures of speech in order to overcome the drawback of frequency-domain BSS. In frequency-domain BSS, we cannot use a long frame size to cover long reverberation for several seconds of speech. This is because we cannot correctly estimate the statistics in each frequency bin if we use a long frame with short observed speech signals. In subband based BSS, (1) we can maintain the number of samples needed to estimate the statistics in each subband by using a moderate number of subbands, and (2) we can cover long reverberation by using FIR filters in each subband. In the proposed subband BSS, the permutation problem can be solved more easily than in the frequency-domain BSS. Moreover, we can avoid the whitening effect of separated signals which occurs in time-domain BSS.

1 INTRODUCTION
Blind source separation (BSS) is an approach that estimates original source signals $s_i(n)$ using only the information of the mixed signals $x_j(n)$ observed in each input channel. This technique is applicable to the realization of noise robust speech recognition and high-quality hands-free telecommunication systems. It may also become a clue to auditory scene analysis.

In this paper, we consider the BSS of speech signals in a real environment, i.e., BSS of convolutive mixtures of speech. To achieve BSS of convolutive mixtures, several methods have been proposed [1, 2]. Some approaches consider the impulse responses of a room $h_i$ as FIR filters and estimate those filters in the time domain [3, 4]; other approaches transform the problem into the frequency domain to solve an instantaneous BSS problem for every frequency simultaneously [5, 6, 7].

In a real environment, an impulse response is not stable for several seconds. Therefore, we have to estimate unmixing filters with short mixed speech signals. We have shown, however, that the performance becomes poor with frequency-domain BSS when we use a long frame to estimate a long unmixing filter which can cover realistic reverberation [8]. This is because when we use a longer frame for a few seconds of speech mixtures, the number of samples in each frequency bin becomes small and, therefore, we cannot correctly estimate the statistics in each frequency bin. On the other hand, the performance of time-domain BSS for convolutive mixtures in a real environment is not good enough, either. This is because the adaptation of an unmixing filter is too complex to estimate a filter which is long enough to cover the reverberation, and because there are many local minima [9].

In this paper, we propose a method of blind source separation using subband processing in order to overcome these problems. Hereafter, we call this method subband BSS. First, we divide observed signals into a relatively small number of subbands in order to maintain a sufficient number of samples in each subband. Then, in each subband, we estimate unmixing filters which are short enough to estimate using a time-domain BSS method.

Previous work has used subband processing for BSS to deal with the frequency crossover between the adjacent frequency bins in frequency-domain BSS [10]. Moreover, subband BSS was used to reduce computational complexity [11]. Our aim, on the other hand, is to maintain the number of samples in each subband. Furthermore, some authors [10, 12] utilized a scalar coefficient for the
unmixing system in each subband, but we use FIR filters as the unmixing system in each subband so as to estimate a long enough unmixing filter to cover the reverberation.

The organization of this paper is as follows. In section 2, the framework of BSS of convolutive mixtures of speech is presented. In section 3, we explain the problems of frequency-domain BSS. Then, so as to solve these problems, we propose a blind source separation method with subband processing (subband BSS) in section 4. Experiments are conducted to confirm the validity of this method in section 5. In addition, we discuss the characteristics of subband BSS in section 6. The final section concludes this paper.

2 BLIND SOURCE SEPARATION OF CONVOLUTIVE MIXTURES OF SPEECH

2.1 Mixed signals model

In real environments, signals are affected by reverberation and observed by microphones. Therefore, N signals recorded by M microphones are modeled as

\[ x_j(n) = \sum_{i=1}^{N} \sum_{k=1}^{P} h_{ji}(k) s_i(n - k + 1) \quad (j = 1, \ldots, M), \quad (1) \]

where \( s_i \) is the source signal from a source \( i \), \( x_j \) is the received signal by a microphone \( j \), and \( h_{ji} \) is the \( P \)-taps impulse response from source \( i \) to microphone \( j \).

2.2 Unmixed signals model

In order to obtain unmixed signals, we estimate unmixing filters \( w_{ij}(k) \) of Q-taps, and the unmixed signals are obtained as below:

\[ y_i(n) = \sum_{j=1}^{M} \sum_{k=1}^{Q} w_{ij}(k) x_j(n - k + 1) \quad (i = 1, \ldots, N). \quad (2) \]

The unmixing filters are estimated so that the unmixed signals become mutually independent.

In this paper, we consider a two-input, two-output convolutive BSS problem, i.e., \( N = M = 2 \) (see Fig. 1).

3 FREQUENCY-DOMAIN BSS AND RELATED PROBLEMS

3.1 Frequency-domain BSS

The frequency domain approach to convolutive mixtures transforms the problem into an instantaneous BSS problem in the frequency domain \([5, 6]\). Using \( T \)-point short-time Fourier transformation for \((1)\), we obtain

\[ X(\omega, m) = H(\omega) S(\omega, m) \quad (m = 0, \ldots, L_m - 1), \quad (3) \]

where \( \omega \) denotes the frequency, \( m \) represents the time-dependence of the short-time Fourier transformation, \( L_m \) is the number of data samples in each frequency bin, \( S(\omega, m) = [s_1(\omega, m), s_2(\omega, m)]^T \) is the source signal vector, and \( X(\omega, m) = [x_1(\omega, m), x_2(\omega, m)]^T \) is the observed signal vector. We assume that the \((2 \times 2)\) mixing matrix \( H(\omega) \) is invertible and that \( H_{ji}(\omega) \neq 0 \).

The unmixing process can be formulated in a frequency bin \( \omega \):

\[ Y(\omega, m) = W(\omega) X(\omega, m) \quad (m = 0, \ldots, L_m - 1), \quad (4) \]

where \( Y(\omega, m) = [y_1(\omega, m), y_2(\omega, m)]^T \) is the estimated source signal vector, and \( W(\omega) \) represents a \((2 \times 2)\) unmixing matrix at frequency bin \( \omega \). Here, we assume that the DFT frame size \( T \) is equal to the unmixing filter length \( Q \). \( W(\omega) \) is determined so that \( Y_1(\omega, m) \) and \( Y_2(\omega, m) \) become mutually independent. This calculation is carried out at each frequency independently.

3.2 Problem of frequency-domain BSS

In real environments, it is quite impossible to assume that an impulse response does not change for a period of several seconds. We therefore have to estimate unmixing filters with speech data of short length. Moreover, in order to handle long reverberation, we need to estimate a long unmixing filter \( w_{ij}(k) \) of \( Q \)-taps using as short learning data as we can. We have verified, however, that the separation performance decreases when we use a long frame for several seconds of speech signals \([8]\). We show this result and describe the problems of frequency-domain BSS in the rest of this section.

3.2.1 Experimental setup

Separation experiments were conducted using speech data convolved with impulse responses recorded in a real environment. The layout of the room we used to measure the impulse responses is shown in Fig. 2. The reverberation time \( T_R \) was 300 ms. Since the sampling rate was 8 kHz, 300 ms corresponds to 2400 taps. As the original speech, we used two sentences spoken by
two male and two female speakers. Investigations were carried out for six combinations of speakers. The data length for adaptation was three seconds or about eight seconds, and the data length for separation was about eight seconds.

The frequency-domain BSS algorithm was

\[
W_{t+1}(\omega) = W_t(\omega) + \eta \left[ \text{diag} \left( \Phi(Y)Y^H \right) - \langle \Phi(Y)Y^H \rangle \right] W_t(\omega),
\]

where \( Y = Y(\omega, m) \), superscript \( H \) denotes conjugate transpose and \( \langle x(m) \rangle \) denotes the time-average with respect to time \( m: \frac{1}{T_m} \sum_{m=0}^{m=m-1} x(m) \). Subscript \( i \) is used to express the value of the \( i \)-th step in the iterations, \( \eta \) is a step-size parameter, and \( \Phi(\cdot) \) is a non-linear function. Here we used \( \Phi(Y) = \{ 1 + \exp(-Y^{(R)}) \}^{-1} + j \{ 1 + \exp(-Y^{(I)}) \}^{-1} \), where \( Y^{(R)} \) and \( Y^{(I)} \) are the real and the imaginary parts of \( Y \), respectively. We fixed the frame shift as half of the frame size \( T \), so as to make the number of data samples in the time-frequency equal. Note that we used the time-average of \( Y(\omega, m) \) of three seconds for adaptation, i.e., we used a batch algorithm. Note also that if we fix the data length and frame shift as half of the frame size, the number of samples \( L_m \) of sequences \( Y(\omega, m) \) in each frequency bin depends on the frame size \( T \): roughly speaking, \( L_m \propto (\text{data length})/T \).

In order to evaluate the performance, we used the signal to interference ratio (SIR), defined as follows:

\[
\text{SIR}_i = \text{SIR}_{O_i} - \text{SIR}_{I_i}
\]

\[
\text{SIR}_{O_i} = 10 \log \frac{\sum_{\omega} |A_{O_i}(\omega)S_i(\omega)|^2}{\sum_{\omega} |A_{O_j}(\omega)S_j(\omega)|^2},
\]

\[
\text{SIR}_{I_i} = 10 \log \frac{\sum_{\omega} |H_{I_i}(\omega)S_i(\omega)|^2}{\sum_{\omega} |H_{I_j}(\omega)S_j(\omega)|^2}
\]

where \( A(\omega) = W(\omega)H(\omega) \) and \( i \neq j \). SIR means the ratio of a target-originated signal to a jammer-originated signal.

Figure 3: Example of the relationship between the frame size \( T \) and separation performance. \( T_R = 300 \text{ ms} \).

3.2.2 Result and discussion

Figure 3 shows the relationship between the frame length \( T \) and separation performance. From Fig. 3, we can see that there is a decrease in the performance when we use a long frame size \( T \).

The reason for this degradation of separation performance can be explained as follows. In the frequency-domain BSS framework, the signal we can use is not \( z(n) \), but \( X(\omega, m) \). When we fix the frame shift (for example, at half of the frame size \( T \)) and when the frame size \( T \) is long, the number of samples in each frequency bin becomes small. This makes the estimation of statistics, like the zero mean and independent assumptions, difficult. Here, when the number of samples is too small to estimate statistics correctly, we say "the independence assumption is not held" or "the independence decreases/collapses."

To investigate the independence of two signals, we evaluated the average of the correlation coefficients \( r_\omega \) over all frequency bins:

\[
J(T) = \frac{1}{T} \sum_{\omega=1}^{T} |r_\omega|,
\]

where

\[
r_\omega = \frac{(\bar{U}_1(\omega, m) - \bar{U}_1(\omega))(\bar{U}_2(\omega, m) - \bar{U}_2(\omega))}{\sqrt{(\bar{U}_1(\omega, m) - \bar{U}_1(\omega))^2}(\bar{U}_2(\omega, m) - \bar{U}_2(\omega))^2}}.
\]

\( \bar{U} \) represents a mean value, \( U \) is the source signal \( S \), observed signal \( X \), or separated signal \( Y \) and \( (\cdot) \) denotes the time-average.

The solid lines of Fig. 4 show the relationship between the frame size \( T \) and \( J(T) \) for a male-male speaker pair of three seconds. Note that the data length is fixed and that the frame shift is also fixed at half of the frame size; the number of data samples \( L_m \) in each frequency is different for each frame size. The independence decreases as the frame length \( T \) increases. The collapse of the independence assumption has an adverse effect on the adaptation [13].
In frequency-domain BSS, it is difficult to design an unmixing filter of sufficient length to cover reverberation with several seconds of speech.

4 SUBBAND BASED BLIND SOURCE SEPARATION

In the previous section, we pointed out the problems of frequency-domain BSS. In the frequency domain, when we use a longer frame in order to prepare an unmixing filter long enough to cover reverberation, it is difficult to maintain a sufficient number of data samples to estimate the statistics of the source signals in each frequency bin.

We showed that if we use longer learning data of eight seconds, we can obtain better performance using a longer frame size (dashed line in Fig. 3). However, in practice, it is quite impossible to assume that the impulse response does not change for a period of several seconds. Accordingly, we have to estimate unmixing filters which are long enough to cover reverberation using as short learning speech data as possible.

Based on these facts, we propose the use of subband processing for BSS. In this method, we can choose the number of subbands and, therefore, we can maintain a sufficient number of samples in each subband by selecting a moderate number of subbands. Subband analysis also allows us to estimate FIR filters as unmixing filters in each subband. Therefore, an unmixing filter long enough to cover reverberation should be attainable. Furthermore, as the unmixing filter length in each subband is shorter than the length of the time-domain BSS’s filter, it is easier to estimate unmixing filters than in time-domain BSS.

4.1 Subband BSS

Figure 5 shows the configuration of subband BSS. The system is composed of a subband analysis stage, a BSS stage, and a subband synthesis stage.

First, in the subband analysis stage, input signals \(x_j(n)\) are divided into \(N\) subband signals \(X_j(k, m)\) \((k = 0, \ldots, N - 1)\), where \(k\) is the subband index, \(m\) is the time index, and \(N\) is the number of subbands. We used polyphase filterbank [14] here. Because signals are band-limited in each subband, we can apply decimation at the down-sampling rate of \(R\). In the analysis/synthesis stage, we also utilized single sideband (SSB) modulation/demodulation [15]. We get the SSB modulated signals \(X_j^{SSB}(k, m)\) in each subband.

Then, time-domain BSS is executed on \(X_j^{SSB}(k, m)\) in each subband. Because SSB modulation is performed on complex subbands to obtain real valued subbands, we can implement the time-domain BSS algorithm without expanding the algorithm into a complex value version. Since we apply down-sampling, short FIR filters are enough to separate the subband signals in each subband. Thus SSB modulated unmixed signals \(y_j^{SSB}(k, m)\) are obtained in each subband.

Finally, unmixed signals \(y_i(n)\) are obtained by synthesizing each unmixed signal \(y_j^{SSB}(k, m)\).

4.1.1 Time-domain BSS

We can use any time-domain BSS algorithm for subband BSS. Here, we explain the algorithm we used in our experiment. To simplify the notation, \(S_j^{SSB}(k, m)\), \(X_j^{SSB}(k, m)\), and \(Y_j^{SSB}(k, m)\) are written as \(s_i(n)\), \(x_j(n)\), and \(y_i(n)\), respectively.

The assumption of independence causes the correlation matrix \(R_s\) of the sources \(s(n)\) to become a diagonal matrix. We assume that the source signals are non-stationary signals, i.e., \(R_s\) changes with time \(n\). As we are investigating the separation problem of mixed speech, this non-stationary assumption is generally true. Thus, if we force estimated outputs \(y(n)\) to be uncorrelated at every time point \(n\), we obtain a much stronger condition than by simple decorrelation, and thus we can separate the sources [16].

We use the cost function \(Q\) proposed by Kawamoto [3] as a measure of uncorrelatedness:

\[
Q(W(z)) = \frac{1}{2B} \sum_{b=1}^{B} \{ \log(\det \text{diag} R_x^b(0)) - \log(\det R_x^b) \},
\]

(9)

where \(R_x^b(0) = (y(n)y^T(n))^b\) is the correlation matrix of outputs of block \(B\), \(y(n) = [y_1(n), y_2(n), \ldots]^T\) is the output signals, \(x \gg b\) is the time-average for time interval \(b\) \((b = 1, \ldots, B)\), and \(B\) is the number of intervals. \(W(z)\) is the \(z\)-transform of the unmixing filter \(W(k)\) with \(k = 0, \ldots, Q - 1\):

\[
W(z) = \sum_{k=0}^{Q-1} W(k) z^{-k} = \begin{bmatrix}
\sum_{k=0}^{Q-1} w_{11}(k) z^{-k} & \sum_{k=0}^{Q-1} w_{12}(k) z^{-k} \\
\sum_{k=0}^{Q-1} w_{21}(k) z^{-k} & \sum_{k=0}^{Q-1} w_{22}(k) z^{-k}
\end{bmatrix}.
\]

(10)
where $Q$ denotes the length of the unmixing filter and $z^{-1}$ is used as the unit-delay operator for convenience, i.e., $z^{-k} \cdot x(t) = x(t-k)$. Therefore, the unmixing signal $y(n) = [y_1(n), y_2(n)]^T$ can be expressed as

$$y(t) = W(z)x(t).$$

The error function (9) is always non-negative and takes the minimum value only when the cross-correlation of output signals becomes zero for all time intervals $b$.

By differentiating this $Q$ with respect to $W(z)$, considering the time-delayed components $R_y(k)$, and using the natural gradient method, the iterative equation to obtain the optimal unmixing filters $w_{ij}$ is [17]

$$\Delta w_i(k) = \frac{\alpha}{B} \sum_{b=1}^{B} \left( (\text{diag} R_y^2(0))^{-1}(\text{diag} R_y^2(-k)) - (\text{diag} R_y^2(0))^{-1}R_y^2(-k) \right) w_i(z),$$

where $\alpha$ is a step-size parameter.

5 Experiments

In order to confirm the superiority of our method, we compared the separation performance of subband BSS with that of frequency-domain BSS, using speech data convolved with impulse responses recorded in real environments.

5.1 Experimental Conditions

The impulse responses were recorded in real environments specified by different reverberation times: $T_R = 150$ ms and $300$ ms. Since the original sampling rate was 8 kHz, $T_R = 150$ ms and $300$ ms correspond to $P = 1200$ taps and $P = 2400$ taps, respectively. The layout of the room we used to measure the impulse responses is shown in Fig. 2. As the original speech, we used two sentences spoken by two male and two female speakers. We investigated three combinations of speakers: male-male, male-female, and female-female. The data length for adaptation was three seconds and for
separation it was about eight seconds. For evaluation of the separation performance, we used the signal to interference ratio (SIR) defined in section 3.2.

### 5.1.1 Subband BSS

For subband analysis and synthesis, a polyphase filterbank [14] with single sideband (SSB) modulation/demodulation was utilized. In order to avoid the aliasing influence, the SSB-modulated subband signals were not critically sampled, but two-times oversampled. That is, the down-sampling rate \( R \) was given by \( R = \frac{N}{2} \), where \( N \) is the number of subbands (0-2\( \pi \)). The low-pass filter (LPF) used in the analysis was \( f(n) = \text{sinc}(\frac{n\pi}{N/2}) \) of length 6 \( \times N \) and in the synthesis was \( g(n) = \text{sinc}(\frac{n\pi}{R/2}) \) of length 6 \( \times R \). Here, the number of subbands \( N = 64 \) and down-sampling rate \( R = 16 \).

So as to evaluate the subband analysis-synthesis system, we measured the signal to distortion ratio (SDR) which is defined as

\[
\text{SDR} = 10 \log \frac{\sum_{t} b^2(t - D)}{\sum_{t} (b(t - D) - a(t))^2} \quad [\text{dB}],
\]

(13)

where the system input \( b(t) = \delta(t - \frac{T}{2}) \), \( T \) is the length of the delta function, \( D \) is the delay caused by LPF in the analysis and synthesis stage, and \( a(t) \) is the output (impulse response) of the subband analysis-synthesis system. The SDR was 59.2 dB. This distortion caused by subband analysis and synthesis can be ignored because the separation performance SIR (6) is at most 15 dB (see section 5.2).

For the time-domain BSS, we estimated the unmixing filters \( w_{ij} \) of 64 taps in each subband. The step-size for adaptation \( \alpha \) was \( 1.0 \times 10^{-4} \) and the block size \( B \) was fixed at 20 for three-second speech.

### 5.1.2 Conventional frequency-domain BSS

The frequency-domain BSS algorithm was (5) and the nonlinear function used here was \( \Phi(\cdot) = \tanh(Y^{(R)}) + j \tanh(Y^{(I)}) \).

We fixed the frame shift as half of the frame size \( T \), so as to make the number of data samples in the time-frequency domain equal. This half shift is equivalent to \( R = \frac{N}{4} \) in single sideband (SSB) filterbank. The analysis window was a Hamming window.

### 5.1.3 Initial value of unmixing matrix

We have shown that the solution of BSS behaves as adaptive beamformers, which make a spatial null towards a jammer direction [13]. Based on this fact, as the initial value of the unmixing system \( w \), we can use constraint null beamformers [18] which can make a sharp null towards a jammer direction and maintain the gain and phase of a target signal. By using this initial value, we can improve the performance of time-domain BSS [18] and we can mitigate the permutation problem which occurs in frequency-domain BSS and in subband BSS.

First, we assume that the mixing system \( H = \{ h_{ij} \} \) represents only the time difference of sound arrival \( \tau_{ji} \) with respect to the midpoint between microphones (Fig. 6). This \( H \) is shown in the frequency domain as follows:

\[
H(\omega) = \begin{bmatrix}
\exp(j\omega \tau_{11}) & \exp(j\omega \tau_{12}) \\
\exp(j\omega \tau_{21}) & \exp(j\omega \tau_{22})
\end{bmatrix},
\]

(14)

where \( \tau_{ji} = \frac{d_i}{c} \sin \theta_i, \quad d_j \) is the position of \( j \)-th microphone, \( \theta_i \) is the direction of \( i \)-th source, and \( c \) is sound speed. Here, we gave \( \theta_i = \pm 60^\circ \) as initial values.

Then we calculate the inverse of \( H \) at each frequency, \( W(\omega) = H^{-1}(\omega) \). For frequency-domain BSS, we used this \( W(\omega) \) as the initial value of an unmixing system. For subband BSS, we converted this \( W(\omega) = [W_{ij}(\omega)] \) into the time domain, \( w_{ij}(k) = \text{IFFT}(W_{ij}(\omega)) \), and then got the initial value in each subband using subband analysis on these \( w_{ij}(k) \).

### 5.1.4 Scaling the signals and solving the permutation problem

In frequency-domain BSS/subband BSS, the scaling and permutation problem occurs, i.e., the estimated source signal components are recovered with a different order and gain in the different frequency bins. To solve these problem, we use the directivity pattern obtained by \( w \) [19]. First, we estimate the source directions from the directivity patterns in each frequency bin. Then, in order to solve the permutation problem, we reorder the row of \( W(\omega) \) so that the directivity pattern forms a null toward the same direction in all frequency bins. So as to scale the signals of each frequency bin, we normalize the row of \( W(\omega) \) so that the gains of the target directions become 0 dB in each frequency bin. Let \( \tilde{W}(\omega) \) be this reordered and rescaled unmixing matrix.

For subband BSS, after we convert \( \tilde{W}(\omega) \) into the time domain, we execute subband analysis. Then the unmixing filters \( w_{ij} \) are rescaled so that they have the same power as the subband analyzed rescaled unmixing filters in each subband. In subband BSS, we only rescaled the unmixing filters because the permutation ambiguity was not observed using our initial value of unmixing filters.
5.2 Experimental Results

Figure 7 shows the experimental result. \( N = 64 \) subbands with decimation \( R = 16 \) corresponds to \( T = 32 \) of frequency-domain BSS as to down-sampling rate. We used unmixing filter \( \mathbf{w} \) of 64-taps in each subband; this corresponds to 1024-taps in full-band. Although in frequency-domain BSS, the performance degraded when we used the filter of 1024-taps (i.e., frame length \( T = 1024 \)), better separation performance was achieved in subband BSS. Moreover, the value of the averaged correlation coefficient \( J(N) = \frac{1}{N} \sum_{k} |r_k| \), where \( N \) is the number of subbands, was 0.028 for male-male combination, 0.018 for male-female combination, and 0.020 for female-female combination. Comparing with Fig. 4, we were able to judge that the independence assumption was held well.

6 DISCUSSIONS

Using subband BSS, we can maintain the number of samples in each subband and obtain better separation performance. Using one second speech as adaptation data, we still obtained acceptable separation performance: SIR = 9.78 dB for \( T_R = 150 \) ms and SIR = 7.47 dB for \( T_R = 300 \) ms.

Moreover, using subband BSS, we obtained less distorted separated signals than using time-domain BSS. When we use the usual time-domain BSS algorithm, a flattened spectrum of output signals can be observed [4]. This is because we are removing the time-dependencies of speech signals. These whitened speech signals sound unnatural. On the other hand, because this whitening effect is limited in each subband, subband BSS can diminish the whitening effect. Figure 8 shows an example of separated speech with time-domain BSS and subband BSS. The separated signal is whitened using time-domain BSS, while the shape of the spectrum is held well using subband BSS.

Furthermore, in general, the permutation problem occurs in frequency-domain BSS and subband BSS; spectral components of sources are recovered in a different order at different frequencies. This makes the time domain reconstruction of separated signals difficult. However, this problem is less serious in subband BSS than in frequency-domain BSS. This is because the separation procedure is executed in each subband, each of which have a wider bandwidth than frequency-domain BSS and, therefore, the permutation problem does not occur in each subband. In addition, because the number of problems is smaller in subband BSS, the permutation problem can be solved more easily in subband BSS than in frequency-domain BSS.

7 CONCLUSIONS

In frequency-domain BSS the problem of the collapse of the assumption of independence occurs when a long frame size \( T \) is used for several seconds of speech. In order to overcome this problem, we proposed subband BSS: a BSS method with subband processing. Subband BSS can (1) maintain a sufficient number of samples to estimate statistics in each subband and (2) estimate an unmixing filter long enough to cover the reverberation. We confirmed in experiments that subband BSS is effective.
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Figure 8: Example of a separated signal with (a) time-domain BSS and (b) subband BSS. Solid lines show the original speech.


