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Shoko Araki\textsuperscript{a,b,*}, Hiroshi Sawada\textsuperscript{a}, Ryo Mukai\textsuperscript{a}, Shoji Makino\textsuperscript{a,b}

\textsuperscript{a}NTT Communication Science Laboratories, NTT Corporation, 2–4 Hikaridai, Seika-cho, Soraku-gun, Kyoto 619-0237, Japan
\textsuperscript{b}Graduate School of Information Science and Technology, Hokkaido University, Kita 14, Nishi 9, Kita-ku, Sapporo-shi, Hokkaido 060-0014, Japan

Received 31 July 2006; received in revised form 7 February 2007; accepted 9 February 2007
Available online 1 March 2007

Abstract

This paper presents a new method for blind sparse source separation. Some sparse source separation methods, which rely on source sparseness and an anechoic mixing model, have already been proposed. These methods utilize level ratios and phase differences between sensor observations as their features, and they separate signals by classifying them. However, some of the features cannot form clusters with a well-known clustering algorithm, e.g., the \textit{k}-means. Moreover, most previous methods utilize a linear sensor array (or only two sensors), and therefore they cannot separate symmetrically positioned sources. To overcome such problems, we propose a new feature that can be clustered by the \textit{k}-means algorithm and that can be easily applied to more than three sensors arranged non-linearly. We have obtained promising results for two- and three-dimensionally distributed speech separation with non-linear/non-uniform sensor arrays in a real room even in underdetermined situations. We also investigate the way in which the performance of such methods is affected by room reverberation, which may cause the sparseness and anechoic assumptions to collapse.
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1. Introduction

Blind source separation (BSS) \cite{1} is an approach for estimating source signals that uses only the mixed signal information observed at each sensor. The BSS technique for speech dealt with in this paper has many applications including hands-free teleconference systems and automatic conference minute generators.

Two approaches have been widely studied and employed to solve the BSS problem; one is based on independent component analysis (ICA) (e.g., \cite{2}) and the other relies on the sparseness of source signals (e.g., \cite{3}). Recently, many ICA methods have been proposed even for the convolutive BSS problem \cite{2,4–10}. ICA works well even in a reverberant condition when the number of sources \(N\) is less than or equal to the number of sensors \(M\). On the other hand, the sparseness-based approaches are attractive because they can handle the underdetermined problem, i.e., \(N > M\).

The sparseness-based approaches can be divided into two main categories. One method is based on...
MAP estimation, where the sources are estimated after mixing matrix estimation [11–17], and the other extracts each signals with time–frequency binary masks [3,18–20]. The former method includes mixing matrix estimation and $l_1$-norm minimization in the frequency domain (i.e., for complex numbers), both of which still present difficulties [16]. The latter, the binary mask approach, has the advantage of being implemented in real time [21]. In this paper we focus on the binary mask approach.

In the binary mask approach, we assume that signals are sufficiently sparse, and therefore, we can assume that at most one source is dominant at each time–frequency slot. If this assumption holds, a histogram of the level and frequency normalized phase differences between two sensor observations has $N$ clusters [3,18,20]. Because an individual cluster in the histogram corresponds to an individual source, we can separate each signal by selecting the observation signal at time–frequency points in each cluster with a binary mask. The best-known approach may be the Degenerate Unmixing Estimation Technique (DUET) [3,18,21].

Previously, such clustering was performed manually [3,18], by using kernel density estimation [20], or with an ML-based gradient method [21]. On the other hand, if clustering could be performed with a well-known algorithm such as the $k$-means clustering or hierarchical clustering [22], the clustering will be automated and simplified. To employ a widely utilized clustering algorithm such as the $k$-means, we should be careful about the variances of multiple variables, in this case the level ratios and phase differences. However, frequency normalization of the phase difference, which is important in terms of avoiding the permutation problem among frequencies [16,17], sometimes makes the phase difference much smaller than the level ratio as shown in Section 3.2. Such different variances between the features make clustering with the $k$-means difficult. This is the prime motivation for this work.

Our second motive is to employ more than three sensors arranged two- or three-dimensionally, which could have a non-linear/non-uniform alignment. Only a few authors have generalized [16,17,23] a method for more than two sensors. Authors of [23] used up to eight sensors, however, their sensors were still linearly arranged. The paper [24] has already tried a multichannel DUET (DESPRIT) by combining the sparse assumption and the Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT); however, their method still limits the array shape: a linear array or two sets of congruent arrays. A two-sensor system and a linear sensor array limits the separation ability on a two-dimensional half-plane, e.g., the previous methods cannot separate sources placed in a mirror image arrangement. To allow the free location of sources, we need more than three sensors arranged two- or three-dimensionally.

Based on these two motivations, we propose a new binary mask approach MENUET (Multiple sENsor dUET), which employs the well-known $k$-means clustering algorithm. As a feature, our method utilizes the level ratios and phase differences between multiple observations. To realize level ratio and phase difference variances of a comparable level, we propose a way of weighting the phase term for successful clustering. Moreover, our proposed method does not require sensor location information. This allows us to employ freely arranged multiple sensors easily. Therefore, the proposed method can separate signals that are distributed two- or three-dimensionally. Our previous paper, [16], utilized a two-dimensional sensor array to test the MAP approach proposed in [16]. However, that work did not employ the frequency normalization, and therefore, suffered from the abovementioned permutation problem. On the other hand, in this paper, we employ appropriate frequency normalization for the $k$-means algorithm. Moreover, we also apply our proposed method to a three-dimensional sensor array, and describe the result.

An additional contribution of this paper is that it undertakes an investigation of the separation performance in real world acoustic environments. Both our proposed method and previous methods employ assumptions of source sparseness and anechoic mixing (i.e., a simple attenuation and delay model for a room impulse response). Such assumptions can easily be affected by reverberation. We show how the performance is affected when the problem does not satisfy the assumed conditions.

The organization of this paper is as follows. Section 2 presents the basic framework of the binary mask-based BSS method. In Section 3, we describe some features for clustering, and test how each feature will be clustered by the $k$-means clustering algorithm. In Section 4, we propose a novel method MENUET, which includes the estimation of geometric features from multiple sensor observations. Our proposed feature is suitable for $k$-means clustering. Section 5 reports some experimental results obtained with non-linearly arranged sensors.
in underdetermined scenarios. Even when the sources and sensors were distributed two- or three-dimensionally, we obtained good separation results with the k-means algorithm for each scenario under weak reverberant (RT₆₀ = 128 ms) conditions. We also investigated the performance under more reverberant conditions (RT₆₀ = 300 ms). The final section concludes this paper.

2. Binary mask approach to BSS

2.1. Problem description

Suppose that sources s₁, . . . , sₘ are convolutively mixed and observed at M sensors

\[ x_j(t) = \sum_{k=1}^{N} \sum_{l} h_{jk}(l) s_k(t - l), \quad j = 1, \ldots, M, \quad (1) \]

where \( h_{jk}(l) \) represents the impulse response from source \( k \) to sensor \( j \). In this paper, we focus particularly on a situation where the number of sources \( N \) can exceed the number of sensors \( M \) (\( N > M \)). We assume that \( N \) and \( M \) are known, and that the sensor spacing is small enough to avoid the spatial aliasing problem. The goal is to obtain separated signals \( y_k(t) \) that are estimations of \( s_k \) solely from \( M \) observations.

2.2. Separation procedures

Step 1. Signal transformation to the time–frequency domain: Fig. 1 shows the flow of the binary mask approach. The binary mask approach usually employs a time–frequency domain representation. First, time–domain signals \( x_j(t) \) sampled at frequency \( f_s \) are converted into frequency–domain time-series signals \( x_j(f, t) \) with a T-point short-time Fourier transform (STFT):

\[ x_j(f, t) \leftarrow \sum_{r=-T/2}^{T/2-1} x_j(r + tS) \text{win}(r) e^{-j2\pi fr}, \quad (2) \]

where \( f \in \{0, (1/T)f_s, \ldots, ((T - 1)/T)f_s\} \) is a frequency, \( \text{win}(r) \) is a window that tapers smoothly to zero at each end, \( t \) is a new index representing time, and \( S \) is the window shift size. As the window \( \text{win}(r) \), in this paper, we utilized a Hanning window \( \frac{1}{2}(1 - \cos(2\pi r/T)) \) (\( r = 0, \ldots, T - 1 \)).

There are two advantages to working in the time–frequency domain. First, convolutive mixtures (1) can be approximated as instantaneous mixtures at each frequency:

\[ x_j(f, t) \approx \sum_{k=1}^{N} h_{jk}(f) s_k(f, t) \quad (3) \]

or in a vector notation,

\[ x(f, t) \approx \sum_{k=1}^{N} h_k(f) s_k(f, t), \quad (4) \]

where \( h_{jk}(f) \) is the frequency response from source \( k \) to sensor \( j \), and \( s_k(f, t) \) is a frequency–domain time-series signal of \( s_k(t) \) obtained by the same operation as (2), \( x = [x_1, \ldots, x_M]^T \), and \( h_k = [h_{1k}, \ldots, h_{mk}]^T \) is a mixing vector that consists of the frequency responses from source \( s_k \) to all sensors. The second advantage is that the sparseness of a source signal becomes prominent in the time–frequency domain [12,19], if the source is colored and non-stationary such as speech. The possibility of \( s_k(f, t) \) being close to zero is much higher than that of \( s_k(t) \). When the signals are sufficiently sparse in the time–frequency domain, we can assume that the sources rarely overlap and, (3) and (4), respectively, can be approximated as

\[ x_j(f, t) \approx h_{jk}(f) s_k(f, t), \quad ^3k \in \{1, \ldots, N\}, \quad (5) \]

\[ x(f, t) \approx h_k(f) s_k(f, t), \quad ^3k \in \{1, \ldots, N\}, \quad (6) \]

where \( s_k(f, t) \) is a dominant source at the time–frequency point \( (f, t) \). For instance this is approximately true for speech signals [3,15]. Fig. 2(a) shows example spectra of three speech sources, in which we can see their temporal/frequency sparseness.

![Fig. 1. Basic scheme of binary mask approach.](image-url)
Step 2. Feature extraction: If the sources $s_k(f, t)$ are sufficiently sparse, separation can be realized by gathering the time–frequency points $(f, t)$ where only one signal $s_k$ is estimated to be dominant. To estimate such time–frequency points, some features $H(f, t)$ are calculated by using the frequency–domain observation signals $x(f, t)$. Here, $H(f, t)$ is a vector that consists of certain geometric features. Generally, the level ratios and phase differences between observations are utilized for $H(f, t)$. Previously employed features are discussed in Section 3, and our newly proposed feature is introduced in Section 4.

Step 3. Clustering: Then the features $H(f, t)$ are grouped into $N$ clusters $C_1, \ldots, C_N$, where $N$ is the number of possible sources. Formerly, such clustering was undertaken manually [3,18], with a kernel density estimation [20] or with an ML-based gradient method [21]. On the other hand, if we can employ a standard clustering algorithm such as the $k$-means algorithm or hierarchical clustering [22], the clustering procedure will be automated and simplified. In this work we utilize the $k$-means clustering algorithm [22] with a given source number $N$. The clustering criterion is to minimize the total sum $J$ of the Euclidean distances (ED) between cluster members and their centroids $c_k$:

$$J = \sum_{k=1}^{M} J_k, \quad J_k = \sum_{\Theta(f, t) \in C_k} \|\Theta(f, t) - c_k\|^2. \quad (7)$$
After setting appropriate initial centroids \( c_k \) \((k = 1, \ldots, N)\), this \( f \) can be minimized by the following iterative updates:

\[
C_k = \{ \Theta(f, t) | k = \arg\min_k \| \Theta(f, t) - c_k \|^2 \},
\]

\[
c_k \leftarrow E[\Theta(f, t)]_{\Theta \in C_k},
\]

where \( E[.]_{\Theta \in C_k} \) is a mean operator for the members of a cluster \( C_k \). The cluster members are determined by (8). If the feature \( \Theta(f, t) \) is properly chosen, then each cluster corresponds to an individual source.

Here, it should be noted that the k-means clustering utilizes the ED \( \| \Theta(f, t) - c_k \|^2 \), not the Mahalanobis distance (MD) \( (\Theta(f, t) - c_k)^T \Sigma_k^{-1} (\Theta(f, t) - c_k) \), where \( \Sigma_k \) is the covariance matrix of cluster \( k \). That is, k-means assumes clusters of a multivariate isotropic variance \( \Sigma_k = I \) for all \( k \), where \( I \) denotes an identity matrix.

**Step 4. Mask design:** Next, the separated signals \( y_k(f, t) \) are estimated based on the clustering result. We design a time–frequency domain binary mask that extracts the time–frequency points of each cluster

\[
M_k(f, t) = \begin{cases} 
1, & \Theta(f, t) \in C_k, \\
0 & \text{otherwise}.
\end{cases}
\]

Example of binary mask spectra is shown in Fig. 2(c). Then, applying the binary masks (Fig. 2(c)) to one of the observations (Fig. 2(b)) \( x_j(f, t) \), we obtain separated signals (Fig. 2(d)):

\[
y_k(f, t) = M_k(f, t) x_j(f, t),
\]

where \( J \) is a selected sensor index.

**Step 5. Separated signal reconstruction:** At the end of the flow (Fig. 1), we obtain outputs \( y_k(t) \) by employing an inverse STFT (ISTFT) and the overlap-and-add method [25],

\[
y_k(t) = \frac{1}{A} \sum_{l=0}^{S-1} y_k^{m+l}(t),
\]

where \( A = \frac{1}{2} T/S \) is a constant for the Hanning window case,

\[
y_k^{m}(t) = \begin{cases} 
\sum_{f \in \{0, 2, \ldots, f_{c} \}} y(f, m) e^{2 \pi f r}, \\
(mS \leq t \leq mS + T - 1), \\
0 & \text{otherwise},
\end{cases}
\]

and \( r = t - mS \).

### 3. Discussion of features

Because the binary mask approach depends strongly on the clustering of the feature vectors \( \Theta(f, t) \), the selection of an appropriate feature vector \( \Theta(f, t) \) is essential to this approach. In this section, we provide examples of the features \( \Theta(f, t) \) including the previously utilized feature. We also test how each feature will be clustered by the k-means algorithm.

#### 3.1. Features

Most previous methods utilized the level ratio and/or phase difference between observations as their features \( \Theta(f, t) \). The previously proposed features can be summarized as

\[
\Theta(f, t) = \left[ \frac{x_2(f, t)}{x_1(f, t)} \right], \text{arg} \left[ \frac{x_2(f, t)}{x_1(f, t)} \right]^T
\]

and some examples are shown in Table 1.

Such features (12) represent geometric information on sources and sensors, if the sources are sufficiently sparse. Let us assume that the mixing process is expressed by

\[
h_{jk}(f) \approx \lambda_{jk} \exp[-j2\pi f \tau_{jk}],
\]

where \( \lambda_{jk} \geq 0 \) and \( \tau_{jk} \) are the attenuation and the time delay from source \( k \) to sensor \( j \). If there is no reverberation (i.e., an anechoic situation), \( \lambda_{jk} \) and \( \tau_{jk} \) are determined solely by the geometric distribution of the sources and sensors. If the sources are sparse (5), the feature vector (12) becomes

\[
\Theta(f, t) = \left[ \frac{\lambda_{2k}}{\lambda_{1k}}, -2\pi f (\tau_{2k} - \tau_{1k}) \right]^T, \quad \exists k.
\]

We can see that \( \Theta(f, t) \) contains geometric information on the dominant source \( s_k \) at each time–frequency point \( (f, t) \).

To avoid frequency dependence in the phase difference (14), some authors have employed a frequency normalization that involves dividing the phase difference by \( 2\pi f \) or \( 2\pi f c^{-1} d \) where \( c \) is the propagation velocity and \( d \) is the sensor spacing (see Table 1). The former is utilized in [3,18] and the latter gives the directions of arrival (DOA) of sources if the sensor spacing \( d \) is given correctly [26]. If we do not use such frequency normalization, we have to solve the permutation problem among frequencies after clustering the features [16,17]. Moreover, frequency normalization makes it
possible to apply the method to short data without significant performance degradation [27].

### 3.2. Clustering result with k-means algorithm

Previously, features $\Theta(f, t)$ were clustered manually [3,18], or with an ML-based gradient method [21]. In contrast, in this subsection, we attempt to employ the well-known k-means clustering algorithm [22], which can both automate and simplify the clustering. We show that the previously utilized feature (A) cannot be clustered well by the k-means algorithm and provide possible reasons for this.

Table 1 shows the separation performance (the signal to interference ratio (SIR) improvement: see Appendix A) when we cluster each feature with the k-means algorithm. In Table 1, we also show the optimal results with known centroid values, which are calculated with known sources and impulse responses (unblind). Here, we utilized two omnidirectional microphones with a 4 cm spacing for three speech sources set at 30°, 70° and 135°, where the distance between the microphones and sources was 50 cm and the room reverberation time was 128 ms. We investigated eight combinations of speakers and averaged the separation results. From Table 1, it can be seen that all features perform similarly when the centroids are known and MD-based clustering is used. Therefore, the separation problem amounts to finding a feature that leads to accurate centroid estimates blindly. However, we can also see that some features (A), (A’), (B) and (E) cannot achieve good separation performance with the k-means.

There are two main reasons for this. The first is related to the outliers of the level ratio $|x_2|/|x_1|$. Fig. 3 shows examples. We can see several large values in the level ratio of (A), although we used omnidirectional microphones where $|x_2|/|x_1| \approx 1$. Due to the outliers in the level ratio, the phase of (A) cannot be clustered (Fig. 3 (A)), although the phase terms themselves can be clustered (Table 1 (C)). This is the reason for the poor performance with (A) and (B). Such outliers occur at too many time-frequency points for them to be removed without degrading the separated sound quality.

We found that when we normalize the level ratios as seen in features (E) and (F), they become $\leq 1$ and prevent such outliers (Fig. 3 (F)). Therefore, features (E) and (F) provide better performance than (A) and (B). However, the performance with (E) is still insufficient.

This suggests a second reason: namely that the phase term of feature (A) is too small. This is more important and more fatal than the first reason. For multivariate clustering with the k-means algorithm, the level ratios and phase differences should have similar variances. This is because the k-means assumes distributions of isotropic variance. However, the phase term of feature (A) is far smaller (Fig. 3 (A)) than the level ratio. The poor

### Table 1

Typical features and their separation performance (SIR improvement in dB) with the k-means algorithm

<table>
<thead>
<tr>
<th>Feature $\Theta(f, t)$</th>
<th>k-means</th>
<th>Opt.(ED)</th>
<th>Opt. (MD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) $\frac{\xi(f, t)}{\xi_1(f, t), y^j\arg[\xi(f, t)]^{T}}$ [18]</td>
<td>1.9</td>
<td>8.3</td>
<td>14.0</td>
</tr>
<tr>
<td>(B) $\frac{\xi(f, t)}{\xi_1(f, t), y^j\arg[\xi(f, t)]^{T}}$</td>
<td>5.7</td>
<td>14.1</td>
<td>14.0</td>
</tr>
<tr>
<td>(A’) $\frac{\xi(f, t)}{\xi_1(f, t), y^j\arg[\xi(f, t)]^{T}}$ [3]</td>
<td>1.8</td>
<td>7.9</td>
<td>14.0</td>
</tr>
<tr>
<td>(C) $\frac{\xi(f, t)}{\xi_1(f, t), y^j\arg[\xi(f, t)]^{T}}$ [26]</td>
<td>10.5</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>(D) $\frac{\xi(f, t)}{\xi_1(f, t), y^j\arg[\xi(f, t)]^{T}}$</td>
<td>11.6</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>(E) $\frac{</td>
<td>x_2(f, t)</td>
<td>}{</td>
<td>x_1(f, t)</td>
</tr>
<tr>
<td>(F) $\frac{</td>
<td>x_2(f, t)</td>
<td>}{</td>
<td>x_1(f, t)</td>
</tr>
<tr>
<td>(G) $\Theta(f, t) =</td>
<td>x(f, t)</td>
<td>\exp</td>
<td>\frac{</td>
</tr>
</tbody>
</table>

“opt.” shows the performance with the known centroid and two distance measures: the Euclidean distance (ED) (8) and the Mahalanobis distance (MD). $N = 3, M = 2$. The performance difference between features C and D was caused by the convergence criteria for the k-means. $A(f, t) = \sqrt{\sum_{i=1}^{M} |x(f, t)|^2}$. $\zeta$: A weight parameter introduced in Section 4.1.
Fig. 3. Example histograms with features (A) and (F). For each feature, top: histogram of the level ratio term of each feature, bottom left: the contour plot of the two-dimensional histogram, bottom right: histogram of the phase difference term of each feature. In the contour plots, × denotes the cluster centroids \( c_k \) obtained by the \( k \)-means algorithm. In (F), we plot only two components

\[
\frac{\left|x_1(f, t)/A(f, t)\right|}{\sqrt{2\pi} \sigma(f, t)} \exp\left\{-\frac{1}{2} \left[\frac{x_2(f, t)/x_1(f, t) - \mu}{\sigma(f, t)}\right]^2\right\}.
\]
performance with (A) and (E) result from this imbalance between the level ratio and phase difference terms. With features (B) and (F), where the phase is divided by $2\pi f c^{-1} d$, the phase difference becomes larger (see Fig. 3 (F)). Therefore, feature (F), where both the level ratios and phase difference are normalized appropriately, achieves good performance (see Table 1) with the k-means algorithm.

It should be noted that if we can handle the different variance with, for example the Gaussian mixture model (GMM) fitting, features (A) and (E) can also work as shown in Table 2. In our experiments, the GMM fitting with only $N = 3$ Gaussians did not work. We needed 6 Gaussians for the successful fitting, and therefore, utilized the posteriors of 3 dominant Gaussians as separation masks. This selection of the number of Gaussians required a lot of trial and error. Furthermore, it should be noted that we had to set appropriate initial values for the mean and variance of the Gaussians carefully for the GMM fitting. If the selection is successful, the GMM fitting works. If not, it does not work at all. Table 2 shows that the appropriate GMM can achieve reasonable performance even for features (A) and (E). From Table 2, we can say that the reason for the poor performance with the k-means for features (A) and (E) arises from the different variances of the level ratio and the phase difference.

We would like to note that the GMM fitting needs sufficient computational time. Table 2 also gives the calculation time with the k-means and GMM fitting. Here, we separated mixtures of 5 s with AthlonXP 3200+ and MATLAB 6.5. The calculation time was measured with the cputime command of MATLAB. The computation time provided in Table 2 is the averaged result for eight speaker combinations. We can see from Table 2 that the k-means with feature (F) achieves sufficiently high performance with a shorter computational time than realized with the GMM fitting. The small computational cost of the k-means is attractive.

In conclusion, we found that feature (F) provides more accurate clustering result than other features when either the GMM fitting or the k-means clustering are employed. Moreover, clustering is successfully and effectively executed with the k-means, when we use normalized level ratios and phase differences such as feature (F) (see Fig. 3 (F) and Table 1 (F)).

### 4. Proposed new feature

Based on the clustering results described in the previous section, we propose a new feature that can be clustered by the k-means algorithm. We also extend the feature to a multiple sensor version, where we can utilize more than three sensors arranged non-linearly to separate two- or three-dimensionally located sources. As our method can be considered as an extension of the DUET, we call our method Multiple sENsor dUET: MENUET.

Our proposed feature has the same property as feature (F) in Section 3, that is, the level ratios and phase differences are appropriately normalized. Our new feature also has a parameter that controls the weight for the level ratios and phase differences. Moreover, our normalization does not require sensor position information. This allows us to apply our method to an arbitrarily arranged sensor array.

Because the basic scheme is the same as that in Fig. 1, here we focus mainly on our new feature vector.

#### 4.1. New feature

Our new feature employs the normalized level ratios and phase differences between multiple observations:

$$\mathbf{\Theta}(f, t) = [\mathbf{\Theta}^L(f, t), \mathbf{\Theta}^P(f, t)]^T,$$

where

$$\mathbf{\Theta}^L(f, t) = \begin{bmatrix} x_1(f, t) \\ \vdots \\ x_M(f, t) \\ A(f, t) \\ A(f, t) \end{bmatrix},$$

$$\mathbf{\Theta}^P(f, t) = \begin{bmatrix} \frac{1}{x_1(f, t)} \arg \left[ \frac{x_1(f, t)}{x_j(f, t)} \right] \\ \vdots \\ \frac{1}{x_M(f, t)} \arg \left[ \frac{x_M(f, t)}{x_j(f, t)} \right] \end{bmatrix}.$$
In the above equations, \( A(f, t) = \sqrt{\sum_{j=1}^{M}|x_j(f, t)|^2} \), \( J \) is the index of one of the sensors, and \( x_j(J = 1, \ldots, M) \) is a positive weighting constant. By changing \( x_j \), we can control the weights for the level ratio and phase difference information of the observed signals; a larger value puts weight on the level ratio and a smaller value emphasizes the phase difference.

The normalized level ratio has the property of \( 0 \leq \Theta^J(f, t) \leq 1 \), where \( \Theta^J \) is the \( j \)th component of \( \Theta^J \). This can prevent the outliers discussed in the previous section.

An appropriate value for the phase weight is \( \alpha_j = \alpha = 4\pi c^{-1} \bar{d}_{\text{max}} \), where \( c \) is the propagation velocity and \( \bar{d}_{\text{max}} \) is the maximum distance1 between sensor \( J \) and sensor \( f \in \{1, \ldots, M\} \). Let us provide the reason for this. Here, we use the mixing model (13) and, without loss of generality, we assume that the delay parameter \( t_{jk} \) is determined by the path difference \( l_{jk} - l_{hk} \):

\[
\tau_{jk} = (l_{jk} - l_{hk})/c,
\]

where \( l_{jk} \) is the distance from source \( k \) to sensor \( j \). We also use the fact that the maximum distance \( d_{\text{max}} \) between the sensors is greater than the maximum path difference:

\[
\max_{j,k} |l_{jk} - l_{hk}| \leq d_{\text{max}}.
\]

Using these assumptions and the mixing model (13), \( \Theta^P(f, t) \), which is the \( j \)th component of \( \Theta^P(f, t) \), becomes

\[
\frac{1}{\alpha_j} \arg \left[ \frac{x_j(f, t)}{x_j(f, t)} \right] = \frac{2\pi c^{-1}(l_{jk} - l_{hk})}{\alpha_j} \leq \frac{2\pi c^{-1}d_{\text{max}}}{\alpha_j}.
\]

Because the level ratio is normalized to have the range \( 0 \leq \Theta^J(f, t) \leq 1 \), the phase difference \( \Theta^P(f, t) \) should also be normalized so that it has a similar range. If we allow \( \Theta^P(f, t) \) to take the range \(-\frac{1}{2} \leq \Theta^P(f, t) \leq \frac{1}{2} \) (note that \( \Theta^P(f, t) \) can take a negative value), we have equality in (19) when \( \alpha = \alpha = 4\pi c^{-1} \bar{d}_{\text{max}} \). That is, \( \alpha = 4\pi c^{-1} \bar{d}_{\text{max}} \) realizes the same range width as that of the level ratio.

4.2. Modified proposed feature

We can modify our proposed new feature (15) by using the complex representation,

\[
\Theta(f, t) = \Theta^J(f, t) \exp[j\Theta^P(f, t)],
\]

where \( \Theta^J \) and \( \Theta^P \) are the \( j \)th components of (16) and (17). This modification can also be realized by [28]

\[
\hat{\Theta}(f, t) = |x_j(f, t)| \exp \left[ \frac{j \arg[x_j(f, t)/x_j(f, t)]]}{x_j} \right],
\]

(21)

\[
\Theta(f, t) \leftarrow \hat{\Theta}(f, t)/\|\hat{\Theta}(f, t)\|,
\]

(22)

where \( \hat{\Theta}(f, t) = [\hat{\Theta}(f, t), \ldots, \hat{\Theta}(M, f, t)]^T \). Feature (22) is our modified feature, where the phase difference information is held in the argument term (21), and the level ratio is normalized by the vector norm normalization (22). The weight parameter \( \alpha_j \) has the same property as (15); however, \( \alpha = 4\pi c^{-1} \bar{d}_{\text{max}} \) should be the lower limit for successful clustering (see Appendix B).

Now the normalized vectors \( \Theta(f, t) \) are \( M \)-dimensional complex vectors, and therefore the clustering of the features will be carried out in an \( M \)-dimensional complex space. The unit-norm normalization (22) makes the distance calculation in the clustering (7) easier, because it projects the vector on a hyper unit sphere. If the features \( \Theta(f, t) \) and the cluster centroid \( c_k \) are on the unit sphere, i.e., \( \|\Theta(f, t)\| = \|c_k\| = 1 \), the square distance \( \|\Theta(f, t) - c_k\|^2 = 2(1 - \text{Re}(c_k^H \Theta(f, t))) \). That is, the minimization of the distance \( \|\Theta(f, t) - c_k\|^2 \) is equivalent to the maximization of the real part of the inner product \( c_k^H \Theta(f, t) \), whose calculation is less demanding in terms of computational complexity.

5. Experiments

5.1. Experimental conditions

We performed experiments with measured impulse responses \( h_{jk}(l) \) in a room as shown in Figs. 4 and 5. The room reverberation times RT\(_{60}\) were 128 and 300 ms. We used the same room for both reverberation times but changed the wall condition. We also changed the distance \( R \) between the sensors and sources. The distance variations were \( R = 50, 110, \) and \( 170 \) cm (see Figs. 4 and 5). Mixtures were made by convolving the measured impulse responses in the room and 5-s English speeches. For the anechoic test, we simulated the mixture by using the anechoic model ((13) and (18)) and the mixture model (1). The sampling rate was 8 kHz. The STFT frame size \( T \) was 512 and the window shift was \( T/4 \).

Unless otherwise noted, we utilized modified feature (22) with \( \alpha_j = \alpha = 4\pi c^{-1} \bar{d}_{\text{max}} \) for the features, because the computational cost of distance
d

1 If we do not have an accurate value for \( d_{\text{max}} \), we may use a rough positive constant, as shown in Section 5.2.4.
calculation is lowered (see Section 4.2). We utilized the k-means algorithm for the clustering, where the number of sources $N$ was given. We set the initial centroids of the k-means using the far-field model where the frequency response $h_{jk}(f)$ is given as $h_{jk}(f) \approx \exp[-j2\pi fc^{-1}\mathbf{d}^t_j\mathbf{q}_k]$, and using the same normalization as each feature. Here, $c$ is the propagation velocity of the signals, and the three-dimensional vectors $\mathbf{d}_j$ and $\mathbf{q}_k$ represent the location of sensor $j$ and the direction of source $k$, respectively [29]. The sensor locations $\mathbf{d}_j$ ($j = 1, \ldots, M$) were on almost the same scale in each setup, and the initial directions $\mathbf{q}_k$ were set so that they were as scattered as possible. Concretely, we utilized the sensor vector $\mathbf{q}_k = [\cos \theta_k \cos \phi_k, \sin \theta_k \cos \phi_k, \sin \phi_k]^T$ where the azimuth of $k$th source was set as $\theta_k = \pi \times k$ ($k = 1, \ldots, N$, $\pi = 2\pi/N$ for $M \geq 3$ and $\pi = \pi/N$ for $M = 2$), and the elevation $\phi_k = 0$ for all sources $k$. Note that these initial values of $\mathbf{d}_j$ and $\mathbf{q}_k$ were not exactly the same as those in each setup.

The separation performance was evaluated in terms of the SIR improvement and the signal to distortion ratio (SDR). Their definitions are found in Appendix A. We investigated eight combinations of speakers and averaged the separation results.

5.2. Separation results

5.2.1. With two sensors

First, we tested our feature with two sensors under the condition described in Section 3, and compared the result with that of previous features. Table 1 in Section 3.2 shows the result. The proposed feature (15) corresponds to (F) and the modified feature (22) is shown as (G). We obtained better separation performance with our proposed features than with other features (A)–(E). A comparison of the performance achieved with our proposed method and with the GMM fitting is shown in Table 2. The comparison was investigated only for the two sensor case. Our proposed feature (F) achieves high performance with the k-means within a shorter computation time than with the GMM fitting. Moreover, we can see that our proposed feature (F) is also suitable for the GMM fitting. A comparison with the MAP approach can be found in [16]. In [16], it is shown that the proposed method yields better performance in terms of SIR than the MAP approach. It is also pointed out that proposed method causes larger non-linear distortion in its outputs than the MAP approach.

We also compared our proposed method with the DESPRIT algorithm [24], using a linear array of three microphones for four sources. It should be noted that the previous DESPRIT limits its array shape to a linear array or two sets of congruent arrays, as discussed in Section 1. In the experiments, we did not see big difference in performance between our MENUET and the DESPRIT. That is, the proposed MENUET also works with a linear array (i.e., one-dimensional array).

Note that two sensors/linear arrays do not work when the sources are placed at axisymmetrical locations with respect to the microphone array, because they have the equivalent features in (12).

5.2.2. With two-dimensional three sensors

Here, we show the separation results obtained with three sensors arranged two-dimensionally
the performance for non-linear sensor arrangement. We also evaluated achieved good separation performance with the source positions were 45°, 120°, 210°, 280° and 345°, and obtained good performance (Fig. 6(b)).

5.2.3. With four sensors

We also applied our method to a three-dimensional sensor array arranged non-uniformly (Fig. 5). Here, the system knew only the maximum distance $d_{\text{max}}$ (5.5 cm) between the reference microphone and the others. To avoid the spatial aliasing problem, we utilized frequency bins up to 3100 Hz in this setup. Fig. 6(c) shows the separation result when $N = 5$ and $M = 4$. Fig. 6(c) shows that our proposed new feature can be applied to such three-dimensional microphone array systems.

5.2.4. Weight parameter $\alpha$

Here, we examine the relationship between the phase weight parameter $\alpha$ and the separation performance. As mentioned in Section 4.1, when $\alpha$ is large the level ratio is emphasized, and when $\alpha$ is small the phase difference is emphasized. Fig. 7 shows the relationship when $N = 4$ and $M = 3$ (Fig. 4) with the proposed feature (15) and the modified feature (22). Note that $\alpha = 2\pi$ corresponds to the previous feature (A) (Table 1).

Fig. 7(a) shows the result with the proposed feature (15). It achieved high performance when $\alpha$ was sufficiently small. This is because the phase difference between the sensors was more reliable than the level ratio, due to our microphone setup. As $\alpha$ became small, the performance saturated. On the other hand, the performance degraded as $\alpha$ became large. This is caused by the imbalance between level ratio and phase difference terms, because the phase term becomes too small when $\alpha$ becomes large.

With modified feature (22), we obtained the best performance around $\alpha = 4c^{-1}d_{\text{max}}$ (Fig. 7(b)). This is because $\alpha = 4c^{-1}d_{\text{max}}$ realizes the full use of the phase difference information (Appendix B), which is preferable for our sensor setting. As $\alpha$ became large, the performance degraded. When $\alpha < 4c^{-1}d_{\text{max}}$ the performance also worsened. It should be remembered that, with the modified feature, $\alpha = 4c^{-1}d_{\text{max}}$ should be the lower limit (see Section 4.2). When $\alpha < 4c^{-1}d_{\text{max}}$, the distance measure (7) for the clustering is not evaluated correctly (see Appendix B), and therefore, the clustering stage failed and the performance worsened.

We can also see from Fig. 7 that both proposed features (15) and (22) achieved good performance over a wide $\alpha$ range. This means that we do not need the exact maximum sensor spacing $d_{\text{max}}$. This allows us to utilize an arbitrarily arranged sensor array, although similar distances between pairs of sensors...
are preferable so that the $k$-means can use all sensor information optimally.

### 5.3. Discussion

Fig. 6 also shows the performance tendency in reverberant conditions. The performance degrades as the reverberation time $RT_{60}$ becomes long. Moreover, performance degradation was observed as the distance $R$ became large. This is because, under long reverberation and/or large distance $R$ conditions, the direct sound contribution to the impulse responses becomes smaller, and the source sparseness (5) and anechoic assumptions (13) cannot hold.

We assessed the way in which reverberation time and distance $R$ affect the source sparseness (5) and anechoic assumptions (13). Table 3 shows the average clarity index $C$ ([30] and Appendix C), which explains the ratio between direct sound and reverberant sound. Small (large) $C$ means the reverberant sound (direct sound) is large. We can see from Table 3 that the clarity index $C$ becomes small as the reverberation time and distance $R$ increase. That is, when the reverberation time is long and distance $R$ is large, the anechoic assumption (13) seems to become corrupted. For the sparseness measure, we employed the approximate W-disjoint orthogonality $r_k$ ([3] and Appendix C). Fig. 8 shows the approximate W-disjoint orthogonality under some reverberant conditions. As the sparseness increases the approximated W-disjoint orthogonality $r_k$ increases, and vice versa. As seen in Fig. 8, the sparseness decreases with increases in both the reverberation time and distance $R$. That is, the sparseness decreases when the contribution of the direct sound is small (see Table 3). In addition, we can see that an increase in the number of sources also reduces the sparseness.

It is also important to mention non-linear distortion in separated signals. There is non-linear distortion (musical noise) in the outputs with our method, just as there is in the outputs with the previous binary mask approaches. The results of subjective tests with 10 listeners can be found in [28]. Some sound examples can be found at [31].

### 6. Conclusion

We proposed a novel sparse source separation method (MENUET) based on the normalization and clustering of the level ratios and phase differences between multiple observations. Our proposed features can effectively employ the level ratios and phase differences, and are clustered easily by the well-known $k$-means algorithm. It should be noted that the $k$-means is optimal when the clusters are Gaussian; however, this is not always true even for our proposed feature (F) (see Fig. 3 (F)). However, as shown in this paper, the proposed feature with the $k$-means achieved sufficiently high performance. Moreover, our feature makes it easy to employ multiple sensors arranged in a non-linear/non-uniform way. We obtained promising experimental results in a room with weak reverberation even under underdetermined conditions. Although we provided results solely for underdetermined cases in this paper, our proposed method can also be applied to (over-) determined cases [28].

We also reported the separation performance under some reverberant conditions, where the sparseness and anechoic assumptions were deteriorating. From the results, we saw that the direct and reverberant ratio is important for the current sparse...
source separation. The sparse source separation in reverberant conditions is still an open problem.

Appendix A. Performance measures

The SIR improvement was calculated by OutputSIR\_i - InputSIR\_i, where

\[
\text{InputSIR}_i = 10 \log_{10} \frac{\sum_i |x_{ji}(t)|^2}{\sum_i |\sum_{k \neq j} x_{jk}(t)|^2} \text{ (dB), (A.1)}
\]

\[
\text{OutputSIR}_i = 10 \log_{10} \frac{\sum_i |y_{ji}(t)|^2}{\sum_i |\sum_{k \neq j} y_{jk}(t)|^2} \text{ (dB), (A.2)}
\]

where \(x_{jk}(t) = \sum_l h_{jk}(l)s_k(t - l)\) and \(y_{jk}(t)\) is the component of \(s_k\) that appears at output \(y_i(t)\): \(y_i(t) = \sum_k y_{jk}(t)\).

The SDR is employed to evaluate the sound quality:

\[
\text{SDR}_i = 10 \log_{10} \frac{\sum_i |x_{ji}(t)|^2}{\sum_i |x_{ji}(t) - \beta y_{ji}(t - D)|^2} \text{ (dB), (A.3)}
\]

where \(\beta\) and \(D\) are parameters used to compensate for the amplitude and phase difference between \(x_{ji}\) and \(y_{ji}\).

Appendix B. Value of \(\alpha\) for modified feature (21)

In this section, we show the required condition for the phase weight parameter \(\alpha\) for modified feature (21). Because the modified feature (22) is a complex vector, we have to consider the phase term when we perform clustering. When \(\alpha\) in (21) is too large, the variance of the phase term becomes smaller than that of the level term. On the other hand, when \(\alpha\) in (21) is too small, the phase changes too fast and causes a kind of aliasing problem. Moreover, it is important that the distance measure (7) of the clustering holds the condition: \(|\Theta - \Theta'|\) increases monotonically as \(|\arg(\Theta) - \arg(\Theta')|\) increases. However, if the phase term is larger than \(\pi/2\), such a monotonic increase cannot hold. That is the phase term should have the following relationship:

\[
-\frac{\pi}{2} \leq \arg(\Theta) \leq \frac{\pi}{2}. \quad (B.1)
\]

Let us model the mixing process as (13) and, without loss of generality, we assume that the delay parameter \(\tau_{jk}\) is determined by the path difference \(l_{jk} - l_{jk}\):

\[
\tau_{jk} = (l_{jk} - l_{jk})/c, \quad (B.2)
\]

where \(l_{jk}\) is the distance from source \(k\) to sensor \(j\). This assumption makes \(\tau_{jk} = 0\). Substituting the mixing model (B.2) and (13), and the sparseness assumption (5) into (21) and (22) yields

\[
\Theta(f, t) \approx \frac{\hat{\lambda}_{jk}}{D_k} \exp \left[ \frac{i 2\pi c^{-1}}{\lambda_{jk}} (l_{jk} - l_{jk}) \right], \quad (B.3)
\]

where \(D_k = \sqrt{\sum_{j=1}^{M} \hat{\lambda}_{jk}^2}\).

From the condition (B.1) and Eq. (B.3), the lower limit of \(\alpha\) is given as

\[
|\arg(\Theta)| = \frac{2\pi c^{-1}}{\lambda_{jk}} (l_{jk} - l_{jk}) \quad \leq \frac{2\pi c^{-1} d_{\text{max}}}{\lambda_{jk}} \quad \leq \frac{\pi}{2}, \quad (B.4)
\]

\[
\lambda_{jk} \geq 4c^{-1} d_{\text{max}}, \quad (B.5)
\]

In (B.4), we used the fact that \(\max_{j,k} |l_{jk} - l_{jk}| \leq d_{\text{max}}\).

From (B.5), we can conclude that the phase parameter \(\alpha = 4c^{-1} d_{\text{max}}\) should be the minimum value to maintain the relationship (B.1). In addition (B.1) has equality when \(\alpha = 4c^{-1} d_{\text{max}}\), which means that the phase difference information is most scattered. That is, the weight with \(\alpha = 4c^{-1} d_{\text{max}}\) allows us to make full use of the phase difference information. This is a preferable property for small sensor array systems (e.g., see Section 5), where phase differences between sensors are more reliable than level ratios for clustering.
Appendix C. Measures for reverberation and sparseness assessments

The clarity index [30]
\[
C = 10 \log_{10} \frac{\int_{80 \text{ ms}}^{0} h^2(t) \, dt}{\int_{80 \text{ ms}}^{\infty} h^2(t) \, dt} \quad (\text{dB})
\]
explains the ratio between direct and reverberant sound. Small (large) \( C \) means the reverberant sound (direct sound) is large.

The sparseness measure, that is the approximate W-disjoint orthogonality, is defined as [3]
\[
r_k(z) = \frac{\sum_{(f,t)} \left| \phi_{(f,t)}(f,t) s_k(f,t) \right|^2}{\sum_{(f,t)} \left| s_k(f,t) \right|^2} \times 100(\%), \quad (C.1)
\]
where \( \phi_{(f,t)} \) is a time-frequency binary mask that has a parameter \( z \)
\[
\phi_{(f,t)}(f,t) = \begin{cases} 
1 & \text{if } 20 \log_{10}(1/|\tilde{y}_k(f,t)|) > z, \\
0 & \text{otherwise}
\end{cases}
\]
and \( \tilde{y}_k(f,t) = \text{STFT}[\sum_{i=1,j\neq k}^N s_i(t)] \) (sum of interference components). The approximate W-disjoint orthogonality \( r_k(z) \) indicates the percentage of the energy of source \( k \) for time–frequency points where it dominates the other sources by \( z \) dB. A larger approximate W-disjoint orthogonality \( r_k(z) \) means more sparseness, and vice versa.
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