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ABSTRACT

Highly cross-correlated input signals create the problem of slow convergence of misalignment in stereo echo cancellation even after undergoing non-linear preprocessing. We propose a new frequency-domain adaptive algorithm that improves the convergence rate by increasing the contribution of non-linearity in the adjustment vector. Computer simulation showed that it is effective when the non-linearity gain is small.

1. INTRODUCTION

Stereo echo cancellation is indispensable for advanced teleconferencing that implements sound transmission through two channels and full-duplex communication. It is well known that the non-uniqueness problem arises when stereo received signals come from a speaker via two acoustic paths and are highly cross correlated. In this situation, the normal equation to be solved by the adaptive filter is singular [1].

Non-linear preprocessing of received signals was proposed to overcome this problem [1][2]. However, this solution is effective only when combined with a powerful adaptive algorithm, such as the FRLS algorithm [1] and the higher-order affine projection algorithm [2]. These time-domain adaptive algorithms are computationally heavy compared with the conventional NLMS algorithm.

It was shown in [3] that the enhanced time-domain adaptive algorithm for stereo echo cancellation can drastically improve the convergence rate of misalignment, though its amount of computation is almost the same as that of the NLMS algorithm.

In this paper, we extend the idea behind this algorithm to the frequency domain to reduce the amount of computation, and propose the enhanced frequency-domain adaptive algorithm for stereo echo cancellation. This algorithm reduces the effects of inter-channel cross correlation by increasing the contribution of the non-linearity in the frequency-domain adjustment vector. We also discuss the difference between the proposed algorithm and the unconstrained frequency-domain adaptive algorithm for stereo echo cancellation derived by using a frequency-domain recursive least squares criterion [4].

2. REVIEW OF ENHANCED
TIME-DOMAIN ADAPTIVE ALGORITHM

Figure 1 shows a diagram of a typical system for stereo echo cancellation. Stereo signals \( u_1(k) \) and \( u_2(k) \), picked up by two microphones in the transmission room, are transformed as

\[
x_1(k) = u_1(k) + g_1[u_1(k)],
\]

\[
x_2(k) = u_2(k) + g_2[u_2(k)],
\]

where \( k \) is the time index, and \( g_1[\bullet] \) and \( g_2[\bullet] \) are non-linear functions used to avoid the non-uniqueness problem [1][2]. The distortion due to this non-linearity has to be hardly perceptible. We hereafter refer to \( g_1[u_1(k)] \) and \( g_2[u_2(k)] \) as additive signals.

![Fig.1 Diagram of system for stereo echo cancellation.](image-url)
The echo signal $y(k)$ is expressed as

$$y(k) = \mathbf{h}^T \mathbf{x}(k),$$

(2)

where $\mathbf{h} = [\mathbf{h}_1^T \mathbf{h}_2^T]^T$ is the concatenation of true impulse response vectors $\mathbf{h}_1$ and $\mathbf{h}_2$, and $\mathbf{x}(k)$ is the input signal vector defined as

$$\mathbf{x}(k) = \begin{bmatrix} \mathbf{x}_1(k) \\ \mathbf{x}_2(k) \end{bmatrix} = \begin{bmatrix} \mathbf{u}_1(k) \\ \mathbf{u}_2(k) \end{bmatrix} + \begin{bmatrix} \mathbf{u}_{e1}(k) \\ \mathbf{u}_{e2}(k) \end{bmatrix},$$

(3)

$$\mathbf{u}_j(k) = \begin{bmatrix} u_j(k) & \cdots & u_j(k-L+1) \end{bmatrix}^T \ (j = 1, 2),$$

$$\mathbf{u}_{e_j}(k) = \begin{bmatrix} g_j[u_j(k)] & \cdots & g_j[u_j(k-L+1)] \end{bmatrix}^T \ (j = 1, 2),$$

where $L$ is the length of impulse response vectors. The error $e(k)$ is expressed as

$$e(k) = y(k) - \hat{\mathbf{h}}^T \mathbf{x}(k),$$

(4)

where $\hat{\mathbf{h}}(k) = [\hat{\mathbf{h}}_1^T \hat{\mathbf{h}}_2^T]^T$ is the concatenation of adaptive-filter-coefficient vector $\hat{\mathbf{h}}_1(k)$ and $\hat{\mathbf{h}}_2(k)$.

The additive signals $g_j[u_j(k)]$ and $g_{e_j}[u_j(k)]$ in Fig. 1 are designed to have a much less inter-channel cross correlation than $x_i(k)$ and $x_i(k)$ [5]. Increasing the contribution of these decorrelated additive signals in the adjustment vector should improve the convergence rate. This is the basic idea of the enhanced adaptive algorithm [3]. When this idea is applied to the NLMS algorithm, the adaptive filters are updated according to

$$\hat{\mathbf{h}}(k+1) = \hat{\mathbf{h}}(k) + \mu \Delta \hat{\mathbf{h}}(k),$$

$$\Delta \hat{\mathbf{h}}(k) = \frac{e(k)}{\mathbf{z}^T(k) \mathbf{x}(k) + \delta} \mathbf{z}(k),$$

(5)

$$e(k) = y(k) - \mathbf{x}^T(k) \hat{\mathbf{h}}(k),$$

where

$$\mathbf{z}(k) = \begin{bmatrix} \mathbf{u}_1(k) \\ \mathbf{u}_2(k) \end{bmatrix} + \begin{bmatrix} \mathbf{u}_{e1}(k) \\ \mathbf{u}_{e2}(k) \end{bmatrix},$$

(6)

$\beta$ ($0 < \beta < 1$) is a pre-determined attenuation factor, $\mu$ is the step-size, and $\delta$ is a small positive constant. Note that $\Delta \hat{\mathbf{h}}(k)$ is obtained by forcing $\hat{\mathbf{h}}(k) + \Delta \hat{\mathbf{h}}(k)$ to satisfy the last input-output relationships as in the conventional NLMS algorithm.

The amount of computation needed for this enhanced adaptive algorithm is almost the same for the conventional NLMS algorithm because the vector $\mathbf{z}(k)$ can be generated from signal samples

$$\mathbf{z}_j(k) = \beta \mathbf{u}_j(k) + g_j[u_j(k)] \ (j = 1, 2).$$

Simple convergence analysis was also given in [3], where it was shown that the attenuation factor $\beta$ can directly control the eigenvalue spread that decides the convergence rate of misalignment.

3. BLOCK ENHANCED ADAPTIVE ALGORITHM

In this section, we derive a block version of the enhanced time-domain adaptive algorithm, which will be the foundation of our frequency-domain adaptive algorithm.

We define the block error signal (of length $L$) as

$$\mathbf{e}(m) = [e(mL) \ \cdots \ e(mL+L-1)]^T,$$

where $m$ is the block time index, and

$$\mathbf{y}(m) = [y(mL) \ \cdots \ y(mL+L-1)]^T.$$

We can easily show that

$$\hat{\mathbf{y}}_j(m) = T_{s_j}(m) \hat{\mathbf{h}}_j(m),$$

(7)

where

$$T_{s_j}(m) = \begin{bmatrix} x_j(mL) & \cdots & x_j(mL+L-1) \\ \vdots & \ddots & \vdots \\ x_j(mL+L-1) & \cdots & x_j(mL) \end{bmatrix},$$

is an $L \times L$ Toeplitz matrix and $\hat{\mathbf{h}}_j(m)$ ($j = 1, 2$) are the adaptive-filter-coefficient vectors of length $L$.

The adaptive filters are updated according to

$$\hat{\mathbf{h}}_j(m+1) = \hat{\mathbf{h}}_j(m) + \mu T_{s_j}^T(m) \mathbf{e}(m),$$

(8)

$$T_{s_j}(m) = \begin{bmatrix} z_j(mL) & \cdots & z_j(mL+L-1) \\ \vdots & \ddots & \vdots \\ z_j(mL+L-1) & \cdots & z_j(mL) \end{bmatrix}. $$

4. PROPOSED ALGORITHM

It is well known that by doubling its size, a Toeplitz matrix $T_{s_j}(m)$ can be transformed to a circulant matrix

$$\mathbf{C}_{s_j}(m) = \begin{bmatrix} T_{s_j}(m) & T_{s_j}(m) \\ T_{s_j}(m) & T_{s_j}(m) \end{bmatrix},$$

(9)

where $T_{s_j}(m)$ is also a Toeplitz matrix.

$$T_{s_j}(m) = \begin{bmatrix} x_j(mL-L) & \cdots & x_j(mL+1) \\ \vdots & \ddots & \vdots \\ x_j(mL+L-1) & \cdots & x_j(mL-L) \end{bmatrix}. $$

It is also well known that a circulant matrix is easily decomposed as

$$\mathbf{C}_{s_j}(m) = \mathbf{F}^{-1} \mathbf{X}_{s_j}(m) \mathbf{F},$$

(10)

where matrix $\mathbf{X}_{s_j}(m)$ is a diagonal matrix whose elements are the Fourier transform of the first column of the Toeplitz matrix $T_{s_j}(m)$, and matrix $\mathbf{F}$ is the Fourier matrix whose elements are given by

$$F_{kl} = \exp(-i \frac{2\pi kl}{2L}), \ 0 \leq k, l \leq 2L - 1.$$
The block error in the frequency domain is given by
\[ E(m) = Y - F \begin{bmatrix} 0_{L \times L} & 0_{L \times L} \\ 0_{L \times L} & I_{L \times L} \end{bmatrix} \mathbf{F}^{-1} \left[ \hat{Y}_1(m) + \hat{Y}_2(m) \right], \] (13)

\[ \hat{Y}_j(m) = X_j(m) \hat{H}_j(m), \]

where
\[ E(m) = F \begin{bmatrix} 0_{L \times L} \\ e(m) \end{bmatrix}, \quad Y(m) = F \begin{bmatrix} 0_{L \times L} \\ y(m) \end{bmatrix}, \quad \hat{H}_j(m) = F \begin{bmatrix} \hat{h}_j(m) \\ 0_{L \times L} \end{bmatrix}. \]

The adaptive filter coefficients in the frequency domain are updated according to
\[ \hat{H}_j(m+1) = \hat{H}_j(m) + \mu Q(m) Z_j(m) E(m), \] (14)

where \( Z_j(m) \) is a diagonal matrix whose elements are the Fourier transform of the first column of the Toeplitz matrix \( T_j(m) \).

We also propose to combine “self-orthogonalization”\[7\] with the proposed algorithm to achieve faster convergence for the important case of correlated input signals. In this case, the adaptive filters are updated according to
\[ \hat{H}_j(m+1) = \hat{H}_j(m) + \mu Q(m) Z_j(m) E(m), \] (15)

where
\[ Q(m) = \begin{bmatrix} 1 & \ldots & 1 \\ q(m,1) & \ldots & q(m,2L) \end{bmatrix}, \]

\[ q(m,l) = \lambda q(m-1,l) + (1 - \lambda) \sum_{j=1}^{L} |z_j^*(m,l)|^2, \]

for \( 1 \leq l \leq 2L \),

and \( \lambda \) is a smoothing factor. \( Z_j(m,l) \) and \( X_j(m,l) \) are the \( l \)-th element of the vectors \( Z_j(m) \) and \( X_j(m) \), respectively. The step-size \( \mu \) is normalized by using an estimate of the sum of the cross-power spectrum \( \Sigma Z_j X_j^* \), instead of the sum of the power spectrum \( \Sigma X_j^2 \). We can also derive a constrained version by putting \( Q(m) \) between \( \mathbf{F}^{-1} \) and \( Z_j(m) \) in (14).

Note that the proposed algorithm reduces the effect of inter-channel cross correlation by obtaining the adjustment vector from \( Z_j(m) \). The proposed algorithm is expected to be less sensitive to the estimation error of cross-power spectra than the multi-channel frequency-domain adaptive algorithm \[4\] that requires, for reducing the effect of inter-channel cross correlation, the inverse of the matrix whose elements are the estimates of the power spectra and cross-power spectra of all input signals.

The proposed algorithm can be easily generalized to the generalized multidelay filter (GMDF) \[\alpha\] \[8\][9], where \( \alpha \) is the overlap factor. This structure is very attractive, because the filter coefficients are updated more frequently (every \( L/\alpha \) samples instead of every \( L \) samples). As a result, a faster convergence rate and better tracking are expected. For simplicity, we have derived the two-channel adaptive algorithm assuming no overlap (\( \alpha=1 \)). It is also straightforward to extend this two-channel adaptive algorithm to the multi-channel adaptive algorithm.

5. Simulation

We confirmed the validity of the proposed algorithm through computer simulation. The signal source \( s \) in the transmission room was a 20-s speech. The two microphone signals were obtained by convolving \( s \) with two impulse responses of length 700, which were measured in an actual room. The microphone output signal \( y \) in the receiving room was obtained by summing the two convolutions \( (h_1 * x_1) \) and \( (h_2 * x_2) \), where \( h_1 \) and \( h_2 \) were also measured in an actual room and were truncated to 700 taps. The sampling frequency was 8 kHz. A white-noise signal with 40-dB SNR was added to \( \gamma(k) \) as ambient noise.

We used the following parameters: \( L=512 \), \( \alpha=4 \). With these values of \( L \) and \( \alpha \), the proposed algorithm is 3.5 times less complex than the two-channel NLMS algorithm, and is as efficient as the two-channel unconstrained frequency-domain adaptive algorithm (two-channel UFLMS) \[4\]. We added a half-wave rectifier non-linearity \[10\] to the received signals such as
\[ g_1[u] = \gamma \frac{u + |u|}{2}, \quad g_2[u] = \gamma \frac{u - |u|}{2}, \] (16)

where \( \gamma \) is the non-linearity gain.

We evaluated the performance of (A) the NLMS algorithm, (B) the two-channel UFLMS algorithm \[4\], and (C) the proposed algorithm (unconstrained, with self-orthogonalization) in terms of the misalignment defined by
\[ \| h_1 - \hat{h}_1(m) \|^2 + \| h_2 - \hat{h}_2(m) \|^2. \]

As for the two-channel UFLMS algorithm, the exponential forgetting factor \( \lambda_t \) was determined according to the relation \( \mu = 2(1 - \lambda_t) \) derived in \[4\]. As for the proposed algorithm, the smoothing factor \( \lambda \) was determined in the same manner.

Figure 2 shows the relationship between step-size and the mean misalignment between \( t = 15 \) and 20 s. This graph shows that the best step-size for the two-channel UFLMS was \( \mu = 0.1 \) (\( \gamma = 0.5 \)) and \( \mu = 0.2 \) (\( \gamma = 0.25 \)). The best step-size for the proposed algorithm (\( \beta = 0.06 \)) was \( \mu = 0.4 \) (\( \gamma = 0.5 \)) and \( \mu = 0.5 \) (\( \gamma = 0.25 \)).

Figure 3 shows the behavior of misalignment for (A) the conventional NLMS algorithm (\( \mu = 0.5 \)), (B) the two-channel UFLMS algorithm (\( \mu = 0.1 \)), and (C) the proposed algorithm (\( \mu = 0.4 \), \( \beta = 0.06 \)) when the non-linearity gain \( \gamma \)
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Fig. 2 Misalignment after 20-s speech for various step-sizes: (B1) the UFLMS algorithm ($\gamma = 0.5$), (B2) the UFLMS algorithm ($\gamma = 0.25$), (C1) the proposed algorithm ($\gamma = 0.5$), and (C2) the proposed algorithm ($\gamma = 0.25$).
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Fig. 3 Behavior of misalignment for (A) the NLMS algorithm, (B) the two-channel UFLMS algorithm, and (C) the proposed algorithm ($\gamma = 0.5$).
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Fig. 4 Behavior of misalignment for (A) the NLMS algorithm, (B) the two-channel UFLMS algorithm, and (C) the proposed algorithm ($\gamma = 0.25$, $\beta = 0.06$) when the non-linearity gain $\gamma$ is 0.25. The proposed algorithm (C) was better in terms of both the convergence rate and the misalignment.

6. SUMMARY

We propose a new frequency-domain adaptive algorithm for stereo echo cancellation, in which the contribution of additive signals to the adjustment vector is increased. Computer simulation demonstrated that this algorithm works well when the non-linearity gain is small.
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