Visualization of Conversation Flow in Meetings by Analysis of Direction of Arrivals and Continuousness of Utterance
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Abstract: In this paper, for providing a conversation flow as a visualization of entire a meeting, we propose a method for detecting intermissive and impulsive utterances from meeting recordings by discrete Fourier transform of block-series MUSIC scores. We explain why detecting intermissive and impulsive utterance in the meeting is important. We evaluate the method using meeting recordings in a real environment. Through the experimental result, we demonstrate that the method is efficient to display intermissive and impulsive utterances in the compressed representation of long meetings.
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1. Introduction:
Recently, various technologies about meeting recordings are well progressed respectively, e.g., speaker indexing by estimating direction of arrival (DOA) [1,2,3], detection of interaction between participants from audios and movies [4], spatial communication framework for efficient transmission and remixing in teleconferences[5]. Araki et al. [1] presented a speaker indexing system with speech enhancement with a small number of microphones. Pardo et al. [2] realized a speaker dialization method by only between-microphone difference and Anguera et al. [3] also realized using multiple microphone in meetings by classic acoustic beamforming method with several algorithms. Otsuka et al. [4] presented automatic detection of cross-modal nonverbal interaction events from gazes, head gestures and utterances. MPEG is developing a standard for an efficient transmission method recorded in environments with multiple audio objects [5].

We considered to share meeting recordings attached speaker indexes and various information of events detected by such techniques with lots of people. For Example, we presented a recording system of meeting by a microphone array and a playback system with the speaker index [6]. The playback system has the speaker index with results of speech recognition, so we can use the index to playback efficiently e.g. playback focused only on some persons mainly uttered in meetings.

As an expansion of our system, we propose conversation flow, a new visualization framework of whole the meeting to aid the playback of recorded meeting. This system ease the user to overview the recorded meeting and find out the conversation of interest. The visualization is based on a compressive representation of whole the meeting conversation by classification of utterance, i.e., continuous, intermissive and impulsive, in addition to the spatio-temporal information of speakers by DOA estimation. By such visualization, the user can view when, how long and by whom the utterance spoken even if the meeting is as long as few hours. Intermissive and impulsive utterances shown in the conversation flow often include back-channel feedbacks e.g. “Ah, ah,” or “Wow.” Since seeing who gives the back-channel feedbacks leads to understanding of who takes main role in the conversation, we detect and emphasize them in the visualization. By showing the time flow of DOAs and classes of utterances, the conversation flow can simultaneously provide two perspectives of understanding, each speaker’s context of utterances and interactions between speakers.

In this paper, we propose a method to detect continuous, intermissive and impulsive utterances from meetings recorded by a microphone array. Our ideas of the method to be proposed are to take notice of time-series transition of DOA expressed by MUSIC score [7] to quantify and classify continuousness of utterances by Fourier analysis. In Fourier analysis, we obtain Fourier spectrum as continuous feature spectrum, then apply filter bank analysis of the feature spectrum to obtain bank features. Then we classify the bank features by similarity vector into three classes, continuous, intermissive and impulsive.

In the section II, we describe MUSIC method expanded into frequency domain [8] to calculate DOA as spatial spectrums and Fourier Analysis (FA) methods utilize to the spatial spectrums for detecting continuous, intermissive and impulsive signals. Results of compressed representation are to be shown in the section III as conversation flow by experiment using real recording.

2. Proposed Method:

2.1. Calculation of MUSIC Score
Let us suppose observed signals of the microphone array as \( \mathbf{x}(t) = [x_1(t), x_2(t), \ldots, x_M(t)]^T \) where \( M \) is number of microphones and \( t \) is time. Now we consider complex expression of the observed signals using short-term Fourier transform (STFT) as:

\[
\mathbf{x}(\omega, r) = [x_1(\omega, r), x_2(\omega, r), \ldots, x_M(\omega, r)]^T,
\]

where \( \omega \) is angular frequency, \( r \) is STFT frame index and \( x_m(\omega, r) \) is short-term complex spectrum of the signal observed at the \( m \)-th microphone.

To track the fluctuating DOAs, we divide the observed signal frames into blocks each of them consists of \( K \) frames. Suppose the \( b \)-th block starts from the \( i \)-th frame and we define the set \( A_b \) of the frames belonging to the \( b \)-th frames as \( A_b = \{r_i, \ldots, r_{i+K-1}\} \). We calculate the spatial correlation matrix \( \mathbf{R}_{xx}(\omega, b) \) of the \( b \)-th block as:

\[
\mathbf{R}_{xx}(\omega, b) = \sum_{r \in A_b} \mathbf{x}(\omega, r) \cdot \mathbf{x}(\omega, r)^H,
\]

where \( b \) is an index of block, and \( r_i \) is initial STFT frame in each block. The spatial correlation matrix \( \mathbf{R}_{xx} \) is decomposed by complex eigenvalue expansion as follows:

\[
\mathbf{V}(\omega, b)^H \mathbf{R}_{xx}(\omega, b) \mathbf{V}(\omega, b) = \text{diag}[\lambda_1(\omega, b), \ldots, \lambda_N(\omega, b), 0, \ldots, 0] + \sigma^2 \mathbf{I},
\]

where \( \text{diag}[\lambda_1(\omega, b), \ldots, \lambda_N(\omega, b), 0, \ldots, 0] \) is a diagonal matrix consists of eigenvalues \( \lambda_i \) ordered in descending, \( \mathbf{V}(\omega, b) = [\mathbf{v}_1(\omega, b), \ldots, \mathbf{v}_N(\omega, b), \ldots, \mathbf{v}_M(\omega, b)]^H \) is a eigenvector matrix and \( \sigma^2 \) is noise power.

Assuming there are \( N \) speech sources, observation of the speech sources exist in the span of the first \( N \) eigenvectors. The span of the rest is regarded as noise subspace, the MUSIC score \( P(\omega, b, \theta) \) to indicate the existence of speech in the direction \( \theta \) is given by:

\[
P(\omega, b, \theta) = \frac{1}{N} \sum_{i=1}^{N} |\mathbf{v}_i(\omega, b)^H \mathbf{a}(\omega, \theta)|^2. \tag{4}
\]

where \( \mathbf{a}(\omega, \theta) \) represents a steering vector of the direction \( \theta \). We calculate the wide-band MUSIC score \( \overline{P}(b, \theta) \) by summing the narrow band MUSIC score of the frequency range of interest from the frequency bins \( \omega_j \) to \( \omega_k \) as:

\[
\overline{P}(b, \theta) = \sum_{\omega_k < \omega_j < \omega} P(\omega, b, \theta). \tag{5}
\]

In this paper, we call a block-series MUSIC score as:

\[
p(\theta) = [P(b_1, \theta), P(b_2, \theta), \ldots, P(b_K, \theta), \ldots]. \tag{6}
\]

Fig. 1 shows a typical example of block-series MUSIC score by spectrogram representation.

2.2. Fourier analysis for block-series MUSIC score

To estimate the continuousness of signals, we apply Fourier analysis to each direction of the block-series MUSIC score. The problem to analyze continuousness of utterance in each direction reduces to the quantification of how often MUSIC score sequence rises and falls in a time period of certain length. Such quantification can be achieved with short-term Fourier analysis of MUSIC score sequence \( P(b, \theta) \) for each direction \( \theta \). The DFT spectrum \( Q(l, s, \theta) \) is given by:

\[
Q(l, s, \theta) = \left[ \sum_{b \in B_s} w(b - b_k) e^{-j \frac{2\pi(b-b_k)}{L}} \right]_l \tag{7}
\]

where \( Q(l, s, \theta) \) is a spectrum of DFT utilized to block-series MUSIC scores in each direction, \( l \) is a frequency index of DFT, \( L \) is a length of block that is wrapped and used by DFT, \( s \) is a wrapped block index, \( w(b) \) is von Hann window, and \( b_1 \) is initial block index in each DFT block. We call the amplitude spectrum the continuousness feature spectrum (CFS).

As shown in Fig. 2, each type of utterance tends to have the following spectral feature characteristics:

- Continuous utterance: having strong peak in direct current component, because of flat continuousness of MUSIC score.
- Intermittent utterance: having relatively large amplitude in direct-current and low-frequency components because of continuous large MUSIC score of medium length.
- Impulsive signal: having flat amplitude in entire frequency bands with gentle slope because of extremely short vise in MUSIC score.
To capture these characteristics, we use three filter banks as feature extraction:

\[ b_{DC}(s, \theta) = |Q(l_{DC}, s, \theta)|, \]

\[ b_{low}(s, \theta) = \sum_{l=\text{low}}^{l_{\text{high}}} |Q(l, s, \theta)|, \]

\[ b_{high}(s, \theta) = \sum_{l=\text{high}}^{l_{\text{high}}} |Q(l, s, \theta)|, \]

where \( b_{DC}(s, \theta) \) represents the values of CFS of direct component, \( b_{low}(s, \theta) \) represents the sum of CFS of low frequency bins and \( b_{low} \) is lowest frequency bins of \( b_{low} \). \( l_{\text{low}} \) is highest frequency bins of \( b_{low} \). \( b_{high}(s, \theta) \) also represents the sum of CFS of high frequency bins. \( l_{\text{high}} \) is lowest frequency bin of \( b_{high} \) and \( l_{\text{high}} \) is highest frequency bin of \( b_{high} \). We call \( b_{DC}(s, \theta) \), \( b_{low}(s, \theta) \) and \( b_{high}(s, \theta) \) as filter bank feature of direct component, low frequency and high frequency respectively.

Note that distribution of the bank features depends on the length of block \( L \) used by DFT. So we calculate the filter bank features by various lengths of block preliminary and use a suitable set of filter bank features by our subjective. This reason is described in the following section.

2.3. Utterance classification by similarity of bank feature

With the bank features, we introduce similarity measure to classify the filter bank feature. A similarity vector of continuous utterance is defined as

\[ d_{\text{cont}} = [d_{\text{cont1}} \ d_{\text{cont2}} \ d_{\text{cont3}}] \), whose columns correspond to direct current, low frequency and high frequency components, respectively. A similarity of \( E_{\text{cont}}(s, \theta) \), \( E_{\text{int}}(s, \theta) \) and \( E_{\text{imp}}(s, \theta) \) are calculated as inner product of the similarity vector and the vector of the filter bank features:

\[ E_{\text{cont}}(s, \theta) = d_{\text{cont}} \cdot [b_{DC}(s, \theta) \ b_{low}(s, \theta) \ b_{high}(s, \theta)]^T, \]

\[ E_{\text{int}}(s, \theta) = d_{\text{int}} \cdot [b_{DC}(s, \theta) \ b_{low}(s, \theta) \ b_{high}(s, \theta)]^T, \]

\[ E_{\text{imp}}(s, \theta) = d_{\text{imp}} \cdot [b_{DC}(s, \theta) \ b_{low}(s, \theta) \ b_{high}(s, \theta)]^T. \]

Using the similarities, we finally decide which a class the signal is assigned to as following condition:

\[
\text{if } \arg\max \left( E_{\text{cont}}(s, \theta), E_{\text{int}}(s, \theta), E_{\text{imp}}(s, \theta) \right) = E_{\text{cont}}(s, \theta) \\text{then class = continuous,} \\
\text{else if } \arg\max \left( E_{\text{cont}}(s, \theta), E_{\text{int}}(s, \theta), E_{\text{imp}}(s, \theta) \right) = E_{\text{int}}(s, \theta) \text{then class = intermissive,} \\
\text{else if } \arg\max \left( E_{\text{cont}}(s, \theta), E_{\text{int}}(s, \theta), E_{\text{imp}}(s, \theta) \right) = E_{\text{imp}}(s, \theta) \text{then class = impulsive.}
\]

A merit of using the similarity is that the result of classification can be controlled by tuning the similarity vectors. In other words, it is possible to provide results that is suitable for user’s preference with tuned similarity vectors. Thus in the experiment in the following section, we search the similarity vectors and the block length of DFT described in II.B that results of classification between intermissive utterance and impulsive utterance are suitable for our preference.

3. Applying the Methods to Real Recordings:

To verify effectiveness of the proposed method described in previous section, we perform an experiment using meeting recordings in real environment.

The experimental condition was following: we used a round microphone array put on table in conference room of 7.5 m squared. The array consisted of 8 microphones, measured 20 cm in diameter, and 10 centimeters as height. Each microphone in the microphone array was located equally on the round. A size of the table on the center of the room was 1.8 m × 1.2 m, and there were 3 participants around the table in the recording, one was an interviewer and the others we re interviewees. Distance between the array and each participant was about 1.0 m. Sampling Rates of the recording microphone array was 16
kHz. Under the settings, we recorded a meeting for about 16 minutes.

We calculated block-series MUSIC scores described in II.A from the recording. Time length of a block of MUSIC was 0.5 sec. In each block STFT was executed with hamming window where number of point was 512 and frame shift was 128. Also in each block, MUSIC score was calculated according to equation (5), where frequency range $\omega_j$ to $\omega_k$ was 1 to 4 kHz.

Next, as described in II.B, we utilized DFT into length of block in each direction of the scores shown as equation (7). A number of blocks was 10, so the number of DFT points of CFS was 6. We assigned the lowest frequency of CFS to direct current component, the next two CFSs to low frequency component and the last three CFSs to high frequency component. Then we calculated these components to bank features correspond to equation (9), (10) and (11), respectively.

We finally classified the bank features into 3 clusters; continuous, intermissive and impulsive, respectively in every wrapped block with similarity vectors. In our experiment, the similarity vector adjusted to our preference were as:

$$
\begin{align*}
 d_{\text{cont}} &= [1.10, 0.42, 0.05], \\
 d_{\text{int}} &= [0.65, 0.97, 0.57], \\
 d_{\text{imp}} &= [0.28, 0.85, 1.35].
\end{align*}
$$

(16)

In the similarity vector of continuous utterance $d_{\text{cont}}$, first elements was relatively large (1.10), second was decent (0.42) and third was small (0.05). The opposite result from $d_{\text{cont}}$ was the similarity vector of impulsive utterance $d_{\text{imp}}$, which first element was relatively small, second was decent and third was large. In the similarity vector of intermissive utterance $d_{\text{int}}$, every elements were decent.

Fig. 3 shows input block-series MUSIC score within 2 minutes on the top and obtained a conversation flow as results of classification of feature banks at the bottom. In the bottom, we define a color bar corresponds to 3 classes we have described; blue represents continuous, green represents intermissive and red represents impulsive. Though there are some failures, e.g., the continuous utterance on the top is classified intermissive at the bottom, but from the result we can understand each speaker generally, e.g., a speaker at 270 degrees spoke within 60 to 90 seconds, talked to a speaker at 180 degrees, partially uttered intermissively.

Top of Fig. 4 shows input entire the block-series MUSIC scores within 16 minutes. On the top, we easily notice that if meeting was long, the representations of block-series MUSIC scores were clouded and intermissive or impulsive utterance were invisible partially. So providing the compressed representation we proposed as shown on the bottom of Fig. 4 are more effective if the meeting were for many hours. In the figure, some invisible parts on the top were represented exactly, e.g., a speaker around 0 degree and time were around 700 seconds.

4. Conclusion:
In this paper, we proposed the method as detecting intermissive and impulsive utterance for providing the conversation flow using Fourier analysis of MUSIC scores and calculating similarities of bank features. A merit of the method is that can provide efficient compressed representations of meetings if these are long. Our future work is to evaluate error rates of the results of the classification and efficiencies of compressed representation quantitatively.
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