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ABSTRACT

This paper discusses the online estimation of time-frequency masks,
which enables us to perform mask-based beamforming by online
processing for robust automatic speech recognition (ASR). Two ap-
proaches to online mask estimation have been separately developed
for this purpose. One is based on a deep neural network (DNN),
which exploits the spectral features of the signal. The other is based
on spatial clustering (SC), which exploits the spatial features of the
signal. This paper proposes a new method that integrates the two
online estimation approaches to further improve online mask estima-
tion by exploiting the advantages of both approaches. Experiments
using the real data of the CHiME-3 multichannel noisy speech cor-
pus show that the proposed method greatly outperforms the conven-
tional approaches in terms of improving the word error rate (WER).

Index Terms— Beamforming, time-frequency masking, online
processing, DNN, spatial clustering

1. INTRODUCTION

When our daily speech is captured using distant microphones, var-
ious types of ambient noise are mixed with the captured signals,
and severely degrade the ASR performance. To solve this prob-
lem, beamforming is being extensively studied as a noise reduction
frontend for ASR. Delay-and-sum beamforming, minimum vari-
ance distortionless response (MVDR) beamforming, and maximum
signal-to-noise ratio beamforming are often employed [1–3], and
have been shown to improve the ASR performance in tasks rang-
ing from medium vocabulary distant speech recognition [4] to large
vocabulary meeting transcription [5, 6].

Accurate estimation of captured signal characteristics, such as
the spatial covariance matrices of the speech and the noise, is cru-
cial for performing effective beamforming. For this purpose, re-
searchers have recently proposed time-frequency mask-based beam-
forming approaches [7–11]. The central idea is to leverage the spec-
tral sparsity of speech signals by using time-frequency masks that
represent the probability of speech (or noise) dominating the corre-
sponding time-frequency points [12–14]. Then, the spatial covari-
ance matrices of the speech and the noise are estimated solely from
the time-frequency masks and the captured signal, and used for con-
structing beamformers.

The two main techniques proposed for mask estimation are the
DNN-based and SC-based approaches. With the DNN-based ap-
proach [10, 11, 15], a DNN is trained in advance on training data so
that it can estimate masks from the spectral features of a noisy speech
signal. Then, the trained network is used to estimate the masks for

test data. The SC-based approach [7,9,16–18], on the other hand, re-
quires no prior training on the training data (for offline processing),
and can estimate masks from the test data in an unsupervised learn-
ing manner. On the assumption that the spatial features of speech
and noise have different distributions, this approach finds these two
distributions based on the clustering of the spatial features, and the
masks are estimated as the posteriors of each cluster at the corre-
sponding time-frequency points. For these conventional approaches,
both offline and online processing [9, 19–22] have already been for-
mulated by researchers.

A joint optimization technique that integrates the above two ap-
proaches has also been proposed for offline processing [23, 24]. In
[23], given a joint likelihood function for spectral features and spa-
tial features, a mask estimation method was derived based on the
expectation-maximization (EM) algorithm. With the method, the
initial masks are first estimated based solely on a DNN, and then uti-
lized by the SC-based mask estimation as the time-frequency depen-
dent prior of the dominant sources to estimate the integrated masks.
Experiments showed that the integrated approach was more effective
than the two conventional mask estimation approaches.

This paper extends the above joint optimization approach to
online mask estimation by integrating the two conventional online
mask estimation approaches. This extension is important, for exam-
ple, to provide frontend for low latency distant speech recognition,
such as ASR in smart speakers. In the integrated framework, while
the two conventional approaches perform online mask estimation in
parallel, the integration is conducted at each time segment in a way
similar to that used for the offline integration framework. In addi-
tion, this paper presents an effective way of initializing the model
parameters of SC for online processing without prior knowledge
of the speaker location, which has been difficult with conventional
SC-based online mask estimation. In the experiments, an MVDR
beamformer is performed based on the estimated masks and the
result is evaluated using the real data of the CHiME-3 multichannel
noisy speech corpus [25]. The proposed method is shown to greatly
outperform the two conventional online approaches.

In the remainder of this paper, two conventional online mask
estimation methods are described in Section 2, and the proposed
method is presented in Section 3. Sections 4 and 5, respectively,
provide experimental results and concluding remarks.

2. CONVENTIONAL ONLINE MASK ESTIMATION

Let us assume that a single speech signal is captured by multiple mi-
crophones with certain additive diffuse noise. Then, the goal of this
paper is to present a method for estimating masks at individual time-
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frequency (TF) points in the short-time Fourier transform (STFT)
domain that represents the probability of speech (or noise) dominat-
ing the respective TF points. With accurate mask estimates, we can
design an effective beamformer to suppress the noise [9].

In the following, we first describe the two conventional online
mask estimation methods, one based on SC [9] and the other based
on DNN [19]. Then, in the next section, we present our proposed
method, which integrates the two methods.

2.1. Spatial clustering-based online mask estimation

Figure 1 illustrates the processing flow of SC-based online mask es-
timation. In the flow, spatial features, Xn,f , are first extracted from
the captured signal at individual TF points as

yn,f = [yn,f,1, · · · , yn,f,M ]T , (1)

Xn,f =
yn,f

∥yn,f∥
, (2)

where yn,f,m is an STFT of the captured signal obtained by the m-th
microphone (1 ≤ m ≤ Nm) at time n (1 ≤ n ≤ Nt) and frequency
f (0 ≤ f ≤ Nf ), yn,f is a vector containing yn,f,m for all the mi-
crophones, T denotes non-conjugate transposition, and ∥·∥ denotes
the Euclidean norm. If we assume that each TF point is dominated
by either speech or noise according to the spectral sparsity of speech,
Xn,f at each TF point has a spatial characteristic approximately cor-
responding to that of the dominant source. Then, by clustering the
TF points based on the spatial features, we can obtain two clusters,
one dominated by speech and the other dominated by noise. We can
then estimate the masks using these clusters as a basis.

For the clustering, a complex angular central Gaussian mixture
model (cACGMM) has been shown to be effective for modeling the
distribution of Xn,f [18,26]. The model is defined at each frequency
f as

p(Xn,f ; θ
SC) =

1∑
d=0

wd
fA(Xn,f |dn,f = d; θSC), (3)

A(X|dn,f = d; θSC) =
(Nm − 1)!

2πNm detRd
f

1

(XH(Rd
f )

−1X)Nm
,

(4)

where a random variable dn,f , referred to as a dominant source in-
dex, indicates whether speech or noise dominates each TF point
(dn,f = 0 for noise and 1 for speech), wd

f is the mixture weight,
which corresponds to the prior of dn,f , i.e., wd

f = p(dn,f = d), and
A(X|d; θSC) is the conditional distribution of X given d, defined
as the complex angular central Gaussian (cACG) distribution. Rd

f is
a shape parameter of a cACG distribution, which is characterized by
an Nm ×Nm positive definite Hermitian matrix and roughly corre-
sponds to the spatial covariance matrix of a signal, and H denotes
conjugate transposition. With this model, clustering is performed by
estimating a set of model parameters, θSC = {{wd

f}, {Rd
f}}, based

on maximum likelihood estimation. An efficient estimation method
can be derived based on the EM algorithm. Then, the masks, Md,SC

n,f ,
are estimated as the posterior probability of individual TF points be-
ing dominated by the noise (d = 0) and by the speech (d = 1), i.e.,
Md,SC

n,f = p(dn,f = d|Xn,f ; θ
SC).

Online mask estimation method can be formulated based on the
online EM algorithm [9]. With the method, the captured signals are
separated into short segments of the order of hundreds of millisec-
onds, which are referred to as minibatches, and the EM algorithm

yn,f

n ∈ Bl

yn,f

∥yn,f∥
- cACGMM-

Xn,f

Md,SC
n,f

-

R0
f,l−1,R

1
f,l−1

-

Fig. 1. Processing flow of SC-based online mask estimation

yn,f,m

0 ≤ f ≤ Nf

log | · |- LSTM
network

-
Yn,m

Md,DNN
n,f

-

Fig. 2. Processing flow of DNN-based online mask estimation

is performed for each minibatch one after another. Hereafter, each
minibatch is denoted by Bl where l is the index of the minibatch,
and is assumed to be composed of a set of time frames included in
the corresponding segment. To accumulate the information extracted
from each minibatch, the model parameters, {Rd

f,l−1}, estimated in
a minibatch, Bl−1, are passed to the next minibatch, Bl, and used
for the optimization with a certain forgetting factor. (See [9] for the
details of the online estimation.)

Note that the initial values of Rd
f,0 have to be set appropriately

for the first minibatch, B1, in the above online estimation because
otherwise the convergence is not very fast and it is very difficult
to solve the permutation problem between speech and noise in an
online processing manner. This requires the speaker location to be
roughly fixed in advance and the initial values of R1

f,0 to be given
for the location, which greatly limits the applicability of the online
algorithm. For example, it was assumed for the CHiME-3 challenge
that the speaker speaks while facing a tablet equipped with a set of
microphones.

2.2. DNN-based online mask estimation

Figure 2 illustrates the processing flow of the DNN-based mask esti-
mation. A bi-directional long short-term memory (BLSTM) network
is widely used for DNN-based mask estimation [10], however, it can-
not be applied to online processing due to its backward propagation
path. Instead, by dropping the backward path from the BLSTM net-
work, we obtain a long short-term memory (LSTM) network that
can be applied to online mask estimation [19]. The LSTM network
receives the spectral features of the signal, defined in eq. (6), and
estimates masks in a frame-by-frame processing manner.

Yn,f,m = log |yn,f,m| (5)

Yn,m =
[
Yn,0,m, · · · , Yn,Nf ,m

]
(6)

The LSTM network is composed of an LSTM layer followed by
three feed-forward neural network layers. To train the network, we
adopted the same scheme as used in [10], except that batch normal-
ization was not performed as it is unsuitable for online processing.
The desired output is a concatenation of two types of ideal binary
masks, one for speech and the other for noise. The ideal binary
masks for speech (or those for noise) take 1 when the TF points
are dominated by the speech (or noise) and take 0 otherwise. Ac-
cordingly, the trained LSTM network outputs two different masks,
Md,DNN

n,f for d = 0 and 1, respectively, for the noise and the speech.
Note that, to obtain ideal binary masks, only simulated data can

be used as the training data, from which we can extract the micro-
phone images of speech and noise separately. So, the LSTM network
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performance often deteriorates when estimating masks for real data
that are recorded in real acoustic environments because of the mis-
match between simulated and real data.

3. PROPOSED ONLINE MASK ESTIMATION

For the integration of the two online mask estimation methods, we
use the same scheme as one adopted for an offline integration frame-
work [23]. For this purpose, we first introduce the following joint
likelihood function.

L(θSC) = p(Xl,Yl; θ
DNN, θSC),

where Xl and Yl are sets of Xn,f and Yn,m s.t. n ∈ Bl′ and
1 ≤ l′ ≤ l, and θDNN is a set of parameters for the LSTM network
that are assumed to be fixed by pre-training. Then, with proper as-
sumptions as regards conditional independence over time-frequency
points that are commonly used in the conventional approaches [27],
the above function is rewritten, disregarding constant terms, as

L(θSC) =
∏
n,f

∑
d

p(Xn,f |dn,f = d; θSC)p(dn,f = d|Yl; θ
DNN),

where p(Xn,f |dn,f = d; , θSC) corresponds to the cACG distri-
bution in eq. (3) and p(dn,f = d|Yl; θ

DNN) can be interpreted
as the masks Md,DNN

n,f obtained by the LSTM network. With this
interpretation, the above equation can be viewed as a variation of
cACGMM with a time-frequency dependent mixture weight, defined
as Md,DNN

n,f . Accordingly, the EM algorithm can be applied in the
same way as SC-based online mask estimation [9] for the estimation
of θSC and the integrated masks, Md,INT

n,f . In particular, because
Md,DNN

n,f is obtained by online processing, we can also formulate an
online EM algorithm for the integrated method.

3.1. Integrated online mask estimation

Figure 3 shows the processing flow of the proposed online mask es-
timation method. In the flow, the integrated mask, Md,INT

n,f , in each
minibatch Bl is estimated as follows:

1. The LSTM network first receives the spectral features, and
estimates the masks, Md,DNN

n,f in the minibatch Bl.

2. The cACGMM receives the spatial features, Xn,f , the shape
parameters, Rd

f,l−1, estimated in the previous minibatch,
and Md,DNN

n,f . It then sets the initial values of the integrated
masks, Md,INT

n,f , the shape parameters, Rd
f,l, and the cumu-

lative sum of the masks, Λd
f,l as

Md,INT
n,f = Md,DNN

n,f ,

Rd
f,l = Rd

f,l−1,

Λd
f,l = Λd

f,l−1 +
∑
n∈Bl

Md,DNN
n,f .

3. The cACGMM updates Rd
f,l and Md,INT

n,f by using EM iter-
ations as shown below, and outputs both of them.

(a) In M-step:

Rd
f,l =

Λd
f,l−1

Λd
f,l

Rd
f,l−1 +

1

Λd
f,l

Rd
f,new

yn,f,m

0 ≤ f ≤ Nf

log | · |- LSTM
network

-Yn,m

Md,DNN
n,f

n ∈ Bl

?
yn,f

n ∈ Bl

yn,f

∥yn,f∥
- cACGMM-Xn,f

Md,INT
n,f

-

R0
f,l−1,R

1
f,l−1

-

Fig. 3. Processing flow of integrated online mask estimation

where

Rd
f,new = Nm

∑
n∈Bl

Md,INT
n,f Xn,fX

H
n,f

XH
n,f

(
Rd

f,l

)−1

Xn,f

(b) In E-step:

Md,INT
n,f =

Md,DNN
n,f A

(
Xn,f |d; θSC

)∑
d M

d,DNN
n,f A (Xn,f |d; θSC)

In our experiments, we set the number of EM iterations at one for
each minibatch.

3.2. Initialization of shape parameters

In the above online processing, the shape parameters, Rd
f,0, and the

cumulative sum of the masks, Λd
f,0, must be initialized at the begin-

ning. It is natural to set Λd
f,0 = 0 and to obtain R0

f,0 for noise from
the test data when speech is absent. In contrast, the effective initial-
ization of R1

f,0 for speech is the key to successful online estimation.
This paper prepares the following three methods to achieve this, and
compares them experimentally in the next section.

• PreTrained: R1
f,0 are trained in advance using certain

training data that contain utterances from a pre-determined
speaker location without additive noise. This method is iden-
tical to that used for the SC-based online mask estimation [9].

• NoPrior: R1
f,0 are set as identity matrices.

• PostTrained: R1
f,0 are initialized in the same way as No-

Prior. However, Rd
f,l are not used for estimating Md,INT

n,f at
early minibatches until they have been reliably trained using
the test data. With the early minibatches, Md,INT

n,f is sub-
stituted with Md,DNN

n,f . Rd
f,l are determined to be reliable

when Λ1
f,l exceeds a certain predetermined threshold because

Λ1
f,l indicates the number of TF points that are dominated by

speech and included in current and past minibatches.

Note that no prior training on Rd
f,0 is required for NoPrior or Post-

Trained, and this is beneficial in terms of widening the applicability
of SC-based online mask estimation.

4. EXPERIMENTAL EVALUATION

We conducted ASR experiments using the CHiME-3 Speech Sepa-
ration and Recognition Challenge corpus [25] to evaluate the noise
reduction performance of our proposed approach. The corpus was
created by using a six-channel microphone array attached to a tablet
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Table 1. The number of utterance data in the CHiME-3 corpus.

real data simulated
(simu) data

Training set 1600 7138
Development (dev) set 1640 1640
Evaluation (eval) set 1320 1320

Table 2. Experimental conditions.
Sampling frequency 16 kHz
Frame length 64 ms
Frame overlap 75%
Window function Hanning
Number of EM iterations 1
Number of microphones 6

device. The recordings were obtained in four different noisy environ-
ments, i.e., public transport (Bus), cafe (Caf), pedestrian area (Ped),
and street junction (Str), and they feature several male and female
speakers uttering sentences from the Wall Street Journal (WSJ) [28].
The corpus is divided into three individual subsets as Table 1, each
containing both real data and simulated (simu) data.

For the evaluation, we employed a mask-based MVDR beam-
former that was used for evaluating offline/online SC-based mask
estimation methods in [9, 23], and used the speech recognizer de-
scribed in [29], which was referred to as 1-pass SI and based on a
multi-condition convolutional neural network (CNN) acoustic model
and a recurrent neural network (RNN) language model.

4.1. Evaluation of online processing methods

We compared three online mask estimation methods, i.e., the DNN-
based method using the LSTM network (LSTM), the SC-based
method using cACGMM (cACGMM), and our proposed method,
which integrates the two methods (Proposed). We used “PreTrained”
shape parameters for the initialization of both cACGMM and Pro-
posed. R1

f,0 was trained on speech signals recorded in a quiet booth
and R0

f,0 was trained on signals that only contained noise. Both
data are included in the CHiME-3 corpus. Also, based on the exper-
imental setting adopted in [9], we set the size of the first minibatch
at 500 ms and that of succeeding minibatches at 250 ms to ensure
that the first minibatch contained the target speech signal. Other
hyperparameters were set as shown in Table 2.

Table 3 summarizes the WERs obtained in the experiments. In
the table, the proposed method outperformed cACGMM for both the
real and simu data, and outperformed LSTM for the real data. Al-
though LSTM was slightly better than the proposed method for the
simu data, this is because there are almost no mismatches between
the training and test sets in the simu data. Note that the performance
on the simu data was not considered an official performance metric
in the CHiME-3 challenge. Hereafter, we only focus on the perfor-
mance on the real data.

4.2. Evaluation of shape parameter initialization methods

Next, we compared three online estimation methods that do not re-
quire pre-trained shape parameters of the cACGMM, i.e., LSTM, the
proposed method with NoPrior (NoPrior), and that with PostTrained
(PostTrained). With both NoPrior and PostTrained, the shape pa-
rameters are initialized as the identity matrices. Whereas NoPrior

Table 3. WERs (%) obtained using different online mask estimators.
cACGMM and Proposed both used “PreTrained” shape parameters
for shape parameter initialization. Note that the WERs (%) obtained
when we performed offline processing with the BLSTM network,
cACGMM, and the integrated approach were 7.34, 8.28, and 7.10,
respectively, for real data of the eval set.

Ave
dev

simu real Ave
eval
simu real

No frontend 8.62 8.24 9.01 12.89 10.17 15.60
LSTM 5.33 5.33 5.33 8.14 6.59 9.69

cACGMM 5.60 5.98 5.21 9.20 8.86 9.53
Proposed 4.98 5.33 4.63 7.35 6.81 7.89

Table 4. WERs (%) obtained using online mask estimation methods,
LSTM and two proposed methods (NoPrior and PostTrained). No
method requires prior training of the shape parameters.

Set Bus Caf Ped Str Ave
LSTM 6.34 5.32 4.69 4.96 5.33

NoPrior dev 6.06 4.76 4.59 4.59 5.00
PostTrained 5.96 4.68 4.48 4.62 4.94

LSTM 13.48 9.81 8.00 7.45 9.69
NoPrior eval 12.15 8.42 6.86 6.65 8.52

PostTrained 11.09 8.48 7.29 6.65 8.38

uses the integrated masks from the beginning of the online estima-
tion, PostTrained started using them only after the cumulative sum
of the masks obtained by LSTM exceeded a certain predetermined
threshold. In the experiment, the threshold was set at 1.5 because it
achieved the best WER for the dev set. Other hyperparameters are
the same as those used for the experiments in section 4.1. Note that
the cACGMM is not included in this comparison because it cannot
perform online mask estimation without prior training.

Table 4 summarizes the WERs obtained in the experiments. We
can see that the two proposed methods without any prior training of
the shape parameters consistently outperformed LSTM. This means
that the integration could successfully improve the accuracy of the
LSTM-based online mask estimation by incorporating the SC-based
online mask estimation with no prior training. When we compare
the two proposed methods, PostTrained was slightly better than No-
Prior.

5. CONCLUDING REMARKS

This paper proposed a new online mask estimation technique that in-
tegrates two conventional online mask estimation methods, one us-
ing an LSTM network and the other using a cACGMM-based SC.
The integration is formulated based on a joint likelihood function
defined on two different features of the signal, namely the spectral
and spatial features, and is performed by optimizing the joint func-
tion using the online EM algorithm. The proposed method can im-
prove the mask estimation accuracy by exploiting the two different
features simultaneously, and it enables SC-based mask estimation
to realize online processing with no prior training on the shape pa-
rameters of the cACGMM. Experiments using real data from the
CHiME-3 multichannel noisy speech corpus showed that the pro-
posed method greatly outperformed the conventional approaches in
terms of WER reduction when it was combined with mask-based
MVDR beamforming.
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