Celebrating A Half Century Of Signal Processing

The Past, Present, and Future of Audio Signal Processing

Anniversary Guest Editor’s Message

The second article in the special series celebrating both the 50th Anniversary of the IEEE Signal Processing Society and the 15th Anniversary of IEEE Signal Processing Magazine appears in this issue. The article is the contribution of the society’s Audio and Electroacoustics Technical Committee.

The first article, you will recall, was contributed by the newest of the Technical Committees—the Multimedia Signal Processing Technical Committee, founded in the society’s 48th year. By comparison, the Technical Committee responsible for this article was the society’s first, after the society evolved from the IRE Audio Group (founded in 1948) to become the first society of the IEEE. Although the field is mature, a lot of new developments in audio and acoustics have occurred in recent years, much of it the direct result of both the processes in electronics and new signal-processing techniques. The impact of such development is perhaps most significantly reflected in the ever-improving consumer electronics area that has changed our daily lives.

In this article, members of the Audio and Electroacoustics Technical Committee review, with technical depth, the history of research in audio and electroacoustics, including electroacoustic devices, noise control, echo cancellation, and psychoacoustics. They also report recent processes in signal-processing technologies that are widely used in hearing aids, the consumer electronics area, and professional audio equipment.

In reading this article about the past, present, and future of audio and electroacoustic research and development, the readers will effectively be reviewing the history of signal processing!

Tsuhan Chen
Guest Editor
It is fitting that the contribution to this series from the newest Technical Committee (Multimedia), which was published in the July issue of *Signal Processing Magazine*, be followed by the oldest: the Audio and Electroacoustics Technical Committee. As many readers know, the Signal Processing Society has its roots in the Audio and Electroacoustics Committee. In the past 50 years, there have been incredible changes in audio and electroacoustics directly due to the invention and use of the transistor and integrated-circuit technology. In the following sections, the authors (all members of the TC) will review some of the progress in signal-processing technology since the creation of the Audio and Electroacoustics Committee almost 50 years ago.

Appropriately, the article begins with Gary Elko’s description of the development of electroacoustic devices. Starting with a complete history of electroacoustic transducer design, Elko shows how judicious use of array signal-processing technology such as beamforming can enhance the reception of signals. Digital signal-processing (DSP) technology can also be used to compensate for the very real nonlinear performance of electroacoustic transducers.

Active noise control (discussed by Stephen Elliot) exemplifies the application of signal-processing methods to acoustic problems with feedback. Active noise control can be used to cancel offensive sound fields as well as compensate for room acoustics.

Shoji Makino next reviews acoustic echo cancellation (as opposed to cancellation of echoes due to line echo). Acoustic echo cancellation is increasingly important with the development of portable communication devices used in acoustically reverberant environments like automobiles as well as the use of speakerphones for teleconferencing. Adaptive filtering technology is used to account for the changing acoustic environment.

Another direct application of signal-processing technology is the use of signal processing in hearing aids (written by Jim Kates). New algorithms that accommodate the properties of human hearing are discussed along with the fundamental limitations of hearing aids themselves.

Another example of psychoacoustic modeling can be found in the use of models in audio coding. These methods are discussed by Marina Bosi and show how a wide range of different coding methods are derived from fundamental studies of human auditory perception.

The Audio and Electroacoustics committee is interested in wideband audio—not just speech but also signals such as music. Julius Smith reviews recent work in developing physical models of musical instruments for synthesis.

Finally, Mark Kahrs discusses the incredible progress of consumer and professional audio gear due to the implementation of sophisticated signal processing. In particular, he concentrates on the development of digital technology.

**Electroacoustic Transducers**

*Gary W. Elko, Bell Labs, Lucent Technologies*

The word *transducer* is generally used to denote a device that converts one form of energy to another. The more descriptive term, *electroacoustic transducer*, connotes a transducer that converts acoustic energy to electrical and vice-versa. The history of electroacoustics actually predates that of living organisms on Earth. You might initially think that this conjecture is heretical, but one only needs to think about the physics of a common thunderstorm with its bright flashes of lightning (electrical) and commensurate thunder (acoustical). More recently, the history of electrical communication is inexorably linked to electroacoustics. The most early forms of electrical communication via telephony hinged on the successful discovery and invention of a working electromagnetic transducer in 1877 by Alexander Graham Bell [9].

The present field of electroacoustics is marked by a wide array of applications including, but not limited to, ultrasonic imaging and cleaning, nondestructive testing, condition monitoring, audio, telephony, acoustic agglomeration, acoustic levitation and manipulation, acoustic refrigeration, sonar, active noise control, acoustic ranging and direction finding, material physics, nonlinear acoustics, and atmospheric and ocean acoustics. As you can see from this list, there are many applications of electroacoustic transducers and each application can have many unique transducer designs that are effective. One way of narrowing down the categories of transducers is to apply different criteria for the transducer operation. One typical breakdown in classification is to divide the transducers on the basis of *linearity, reversibility*, and *passivity*.

Transducers are linear if the predominant variables that describe the output or performance of the device, such as sound pressure or velocity, are predominantly linear functions of the transducer input. Typical transducers that fall into this category are dynamic and condenser microphones and loudspeakers of various types. The qualifying term "predominantly" allows for the inevitable small nonlinear operation found in almost all real transducer systems. The term "passivity" implies that all energy that is transduced is obtained from the acoustic input (or electric) source — no other external energy sources are required for the transducer to operate. Finally, the term "reversibility" implies that the transducer can convert between acoustic and electrical
energy irrespective of the direction of the input/output direction (acoustic or electrical). The term is sometimes more strictly applied to indicate that the conversion sensitivity is also independent of the input/output direction.

**Electroacoustic Transducer History**

The rich history of electroacoustic transducers and the recent marriage (in the past few decades) of this field to DSP makes for an exciting story. This section will review a few of the milestones in the electroacoustic transducer field and speculate on applications that might change the way we work and communicate in the future. (For the reader who would like a more complete and engaging historical review, see the classic book *Electroacoustics* by Hunt [81]. Another very useful reference for the history of telephony is *A History of Engineering and Science in the Bell System* [65].)

The first electromagnetic electroacoustic transducer appears to be a classroom-demonstration device created by Joseph Henry in 1831. The demonstration device utilized an electromagnet that would attract and repulse a magnetic armature. By switching the direction of the applied current to one electromagnet (through a distance of about 1 mile of wires strung along the walls of a lecture hall), the magnetic armature would radiate impulsive sound as the armature impacted the driving electromagnet. Magnetostriction was discovered shortly after when it was observed that a soft iron bar wrapped with a conductor would radiate a tone when the current in the conductor was interrupted [136]. The frequency of the tone was observed to be equal to the fundamental longitudinal vibration mode of the bar. Joule [96] made very precise measurements of the strain in the bar as a function of applied current and is generally credited with the discovery of magnetostriction.

**The Telephone**

Probably the biggest catalyst to the further investigation of acoustic transducers was the invention of the telephone by A.G. Bell in 1876. It is well known that Bell was experimenting with the "harmonic telegraph." What is not commonly known is that even though Bell had a notion and a desire to make a device that would transmit speech, his discovery of the moving-armature reversible transducer was actually by luck. In his experimentation with tuned vibrating reeds for the telegraph, his assistant, Thomas Watson, accidentally overadjusted a contact screw so that current to the electromagnet was not interrupted by the motion of the reed. When Watson plucked the magnetized steel over the electromagnet while adjusting the contact screw, Bell noticed an interesting new sound coming from his end of the telegraph. Even though this setup never produced intelligible sound, it can be claimed that this device was the first to transmit voice by electricity. [This serendipitous event, which led to one of the most important inventions in modern history (in dollar amounts as well), should be more well known in engineering and business circles. Research breakthroughs cannot be planned; they occur when people with the required skills and desire work with insight and persistence in their pursuit of a vision.]

Figure 1 shows a figure from Bell's first telephone patent that shows the essential invention of the moving-armature transducer. The DC batteries shown in Fig. 1 are used to form a magnetic field. The vibrating armature varies the reluctance of the magnetic circuit set up by the electromagnet. The variation of the reluctance causes an oscillating current proportional to the displacement of the armature. Since this transducer is reversible, Bell used the same transducer for both sending and receiving. Although Bell used another "transmitter" (telephone jargon for microphone), the variable-resistance liquid transmitter, for early demonstrations of his telephone, he quickly abandoned this type of nonreversible transducer.

The next major advance in transducer design came with the invention of the contact-pressure carbon microphone that is credited to Thomas Edison, although others also proposed essentially the same design around the same time in the late 1870s. The contact-pressure carbon microphone works on the principle that the resistance of packed carbon granules varies with the applied pressure. By applying an external bias current, the voltage generated by this transducer is proportional to the applied acoustic pressure. This transducer is both nonpassive and nonreversible. The gain attained by the carbon microphone was as much as 30 dB over previous microphones and, as a result, quickly replaced Bell's electromagnetic transmitter. (It should be pointed out here that the electronic amplifier did not become available until 1914—about 35 years later!).

![Figure 7 from Bell's first patent of the telephone](image-url)
Moving-Coil Transducers

Another major advance in transducer design was the invention of the moving coil loudspeaker in 1877 by E.W. Siemens [172]. Although Siemens had patented a motor invention that used a circular coil in a radial magnetic field in 1874 (two years before Bell’s patent), he never pursued this device for telephony. Siemens’ 1877 patent of the moving-coil receiver (loudspeaker) is essentially the motor design used in modern loudspeakers and telephone receivers (telephone jargon for loudspeaker). The famous 1925 paper by Rice and Kellogg [159] essentially summarized the refinements made by many designers in the field of moving coil loudspeakers. The Rice and Kellogg paper was the first publication that described the basic design and physics of moving-coil loudspeakers.

For the readers who are unfamiliar with the basic radiation physics of a loudspeaker, the acoustic output power of a loudspeaker can be calculated by taking the square of the volume velocity (average normal velocity over the loudspeaker surface) and multiplying this by the real part of the radiation impedance. For a flat rigid circular piston it can be shown that the radiation resistance increases by the square of frequency [14]. If we now have a transducer whose velocity decreases linearly with frequency, then the power output will be constant. The modern moving-coil loudspeaker accomplishes this by tuning the resonance of the diaphragm to the lowest desired frequency. Above resonance the loudspeaker operates in the mass-controlled region and the velocity falls linearly with frequency—just what is desired for flat operation. The fundamental principles described in the Rice and Kellogg paper form the basis upon which all moving-coil loudspeakers are designed today.

One enhancement that is commonly found in modern loudspeakers is the use of a bass-reflex design. The design and fundamental explanation of the bass reflex was due to A.L. Thuras [196], who patented the design in 1930. The bass reflex essentially extends the low-frequency response of a baffled moving-coil loudspeaker and also reduces low-frequency distortion by minimizing diaphragm displacement at the box resonant frequency. A good engineering review of the design of vented-box and closed-box loudspeaker systems can be found in papers by Thiele and Small (reprinted in AES loudspeaker anthology [38]).

At around the same time as the bass-reflex enclosure, Wente and Thuras [208] also were responsible for the first high-quality dynamic moving-coil microphone and telephone receivers. Western Electric commercialized this microphone as the 618-A moving-coil microphone. The microphone was operated as a resistance-controlled system so that the output voltage on the moving coil was proportional to the velocity of the cone. Since the voice-coil impedance was rather low (= 30 ohms) the moving-coil microphone was able to drive long wires without loss in level or frequency response. As a result, the dynamic microphone became very popular as a high-quality, easy to use general-purpose microphone and was used extensively in sound recording and radio broadcasts. As an aside here, a variant of the 618-A microphone was the Western Electric 630 nondirectional microphone that became available in the late 1930s [137]. The physical structure of the WE-630 microphone was a sphere with a thin resistive screen disk mounted over the moving-coil microphone. A cross-sectional view of this microphone is now the official IEEE symbol for a microphone.

The next advance in microphone design occurred with the invention of the unidirectional ribbon microphone by Olson at RCA in 1931. The ribbon microphone was constructed by placing a light and highly compliant conducting ribbon in a magnetic field. If the ribbon has a mechanical impedance close to that of the medium (air), it moves sympathetically with the acoustic-particle velocity. The motion of a conductor in a magnetic field induces a current in the ribbon proportional to the motion of the ribbon. Further developments at RCA led to the first unidirectional microphone (RCA model 77). The RCA 77 unidirectional microphone was constructed by combining two ribbon transducers: one that was pressure sensing and another that was acoustic-particle-velocity sensing (directional response of $\cos(\theta)$ where $\theta$ is the angle relative to the normal of the ribbon surface). By properly combining these two sensors (by equal amounts in this case), a unidirectional cardioid microphone with directional pattern $1/2[1 + \cos(\theta)]$ can be constructed. The directional gain from this microphone is 4.8 dB. Due to the directional gain, unidirectional microphones became very popular since they offered some relief from reverberation and feedback.

Western Electric followed in 1939 [137] with a variation on this theme by combining a ribbon microphone with a moving-coil-pressure microphone. The unique contribution here was the inclusion of a six-position switch that allowed the user to select a desired beampattern between omnidirectional and dipole. Also, this microphone was the first to offer both hypercardioid (maximum directional gain) and supercardioid (maximum front to rear power) patterns for this type of microphone design. Finally, in 1938 B.B. Bauer [6] noted some directional pattern irregularities for acoustic-velocity-sensing microphones when he used different acoustic screens on either side of the diaphragm. This discovery led to an equivalent circuit analysis that showed that the irregularities could be attributed to phase-shifts between the two sides of the diaphragm. By designing an acoustic R-C phase-shifting circuit, Bauer was able to make a unidirectional...
microphone with only one single element. This simple and elegant design is the basis of almost all unidirectional microphones being manufactured today.

**Electrostatic Transducers**

The appearance of electrostatic transducers, which are inherently reversible transducers, came with two independent developments of electrostatic transmitters and receivers for telephony by Dolbear [47] and Edison in the late 1870s. The fact that they could even make a working device with these inherently high-impedance devices is a testament to the ingenuity of these inventors. With the advent of the vacuum-tube amplifier, the condenser (capacitor) microphone became a very useful device for high-precision measurement. Edward C. Wente is credited with the invention of the modern condenser microphone [207] in 1917, and most high-quality microphones found today are based on this principle. The condenser microphone has the advantageous quality of having an extremely flat and smooth frequency response and very low distortion. The Wente condenser microphone worked in the stiffness-controlled region (below the 10 kHz resonance) and was very flat to frequencies up to 8 kHz. Modern laboratory-quality condenser microphones are constructed in a similar fashion to Wente's microphone, but have resonance frequencies typically in excess of 20 kHz.

One basic problem with the condenser microphone design that limited its applicability in consumer products was the need for an external high-voltage DC bias. This limitation was overcome by the invention of a stable “electret” microphone by Sessler and West in 1962 [170]. The electret microphone embeds a static negative charge into a stable dielectric (teflon) and thereby removes the requirement for external bias. The electret microphone is the most common microphone found today and greater than 100,000,000 are manufactured annually! More recently there has been an interest in making microphones using standard microelectronics techniques [169]. At present, these transducers are still in the research stage but show great promise by allowing the transducer(s) and DSP to be combined in a single easily fabricated device.

**Piezoelectric Transducers**

Interest in reversible piezoelectric transducers began in the early 1900s with efforts directed to finding icebergs and submarines. P. Langevin [124], working on receivers and transmitters for underwater applications, experimented with quartz that was well known to be a piezoelectric material (the common erroneous consensus of the day was that the piezoelectric effect was too weak to be useful). Langevin experimented with many inventive sandwich transducers made with layers of quartz and steel. His research led to underwater transducers that had output powers in excess of 20 dB more than previous electrostatic receivers used for underwater sound generation. Research and development of piezoelectric material continued with the investigation of other crystalline structures such as Rochelle Salt. In the mid 1950s sintered ferroelectric ceramics became available. The piezoelectric ceramic PZT was the most common of these new materials. PZT is a combination of lead (Pb), zirconium (Zr), and titanium (Ti) oxides, or salts and after sintering, consists of small ferroelectric domains. The ceramics are “poled” by heating to a temperature close the Curie temperature and applying a strong DC electric field (≈ 20 kV/cm) while slowly lowering the temperature. Newer materials and composite structures for piezoceramic transducers is still an active area of research. Some of the applications where piezoelectric devices are widely used are hydrophones (underwater microphones) and accelerometers.

**Signal Processing and Transducers**

The historical descriptions of the electroacoustic transducers in the previous sections is by no means exhaustive. Even with this incomplete list, it can be seen that this field is quite broad and has had many inventive and creative contributors.

The transducer is essentially the “front-end” of a system that utilizes acoustic energy to transmit or receive information. With the advent of more sophisticated electronics and the desire for more directional and controllable directional patterns, modern transducer designers typically work with arrays of transducers. The processing of the multiple input/output signals now allows the research and design engineer to incorporate sophisticated multidimensional signal-processing algorithms to attain some desired performance goal.

The basic goals of array signal processing are to enhance the signal-to-noise ratio (SNR) of a desired signal (relative to a single sensor), estimate parameters of the sound field or medium (number of sources, source position, physical properties of the medium, etc.), and to track the source or sources as they move around in the medium. The field of array signal processing is now a very active research area and only a few examples will be discussed here. (There are many excellent references that cover varying aspects of the problem [49, 94]).

**Delay-Sum Beamforming**

Delay and sum beamforming is one of the oldest and most straightforward approaches to spatial filtering (beamforming). The basic idea is to delay the output of the multiple sensors so that a signal arriving from a desired direction adds up constructively and commensu-
rately (uncorrelated noise and signals arriving from other directions add incoherently). If the noise is uncorrelated from sensor to sensor, the gain in SNR is equal to the square-root of the number of sensors. Figure 2 shows the general structure for the delay-sum beamformer. Simple amplitude weighting of the elements adds another design degree of freedom and is referred to as array taper or array shading. Another feature of array beamforming is the ability to electrically steer the desired receiving direction, or to form many unique beams simultaneously. Although the reader might consider such a simple approach to be ineffective, the delay-sum beamformer is still in active use today. It is interesting to note that it was the original analysis of the uniformly spaced discrete array that laid the foundations of modern DSP FIR filter design and analysis [165]. A few of the applications for delay-sum beamforming include underwater active and passive sonar, medical ultrasound and ultrasonic imaging, and self-steering microphone arrays for teleconferencing [67].

Filter-Sum Beamforming
A more general structure of the beamformer is to place a selectable filter behind each sensor input. Figure 3 shows a schematic representation of this type of array structure. Clearly, the delay-sum beamformer is a subset of this topology. The advantage of using this more general structure is that it allows for the most general spatio-temporal filtering necessary for broadband applications. In audio teleconferencing applications, it is desirable to keep the directional pattern of the beamformer constant over the many octaves of speech and music bandwidth. Work on this problem has been an active area of research over the past decade ([56, 205]).

Adaptive Beamforming
The techniques of classical delay and sum beamforming as well as filter-sum beamforming rely on the designer to adjust the shading or filter coefficients depending on some model of the acoustic environment in which the array will be used. Rarely (actually, almost never) do real-world sound fields fit nice, simple mathematical models, and typically the sound fields are nonstationary (constantly changing). To motivate the reader to better appreciate this problem, think of standing on a street corner as cars and trucks drive by. In order to deal with imperfect (or just plain wrong) assumptions of the sound field and to handle the time-varying nature of sound fields, beamformers that adjust their parameters based on the received data have been developed. Generically the beamformers have been classified as adaptive beamformers. Adaptive beamforming began with Howells [80], who was working on interference nulling. Applebaum [5] contributed an adaptive algorithm for the Howells adaptive nulling scheme that maximizes a generalized SNR. Concurrently, Widrow and others applied adaptive control techniques to arrays [211]. In the following decades literally hundreds of papers and many books have been written on the subject (see [142] for instance). In the
area of audio, work on adaptive arrays has concentrated on the problem of teleconferencing [56, 106, 187]. The problem of dynamically adjusting the gain and frequency response of a close-talking microphone that is moving relative to the talker was also attacked using an adaptive technique by West et al. [58].

3D Sound-Field Microphones

With the recent interest in surround-sound and virtual-sound-field processing, there have been some interesting new transducer arrays that have been suggested. The earliest is probably due to Christensen [157] at RCA labs in the early 1970s. Christensen used a group of four closely spaced microphones that were combined in a way to transmit the acoustic pressure and two components of the pressure difference. By appropriately combining these signals, the user could synthesize a surround-sound field (with four or more sources). Craven and Gerzon [41] added another pressure-difference dimension so that the encoding would now allow a true three-dimensional sound playback configuration (speakers were not restricted to be placed in a plane). Elko [57] has also recently proposed using a very small rigid sphere of six pressure elements and DSP to produce a 3-D surround output. The advantages of this type of array is that the beam patterns can be controlled to higher frequencies and the use of DSP processing allows for the use of inexpensive elements and accurate calibration.

Loudspeaker Arrays

Loudspeaker arrays have been in use in public reinforcement systems now for more than 60 years. Surprisingly, loudspeaker-array beamforming using DSP techniques has been a relatively recent development. (Sonar systems were using digital beamforming techniques in the late 1960s). A digital beamforming loudspeaker array system developed by Goodwin and Elko [72] was used for experiments in frequency-independent beamforming (constant beamwidth over three octaves) and feedback mitigation. Another digital system was developed at IRCAM by Derogis, Causse, and Warfusel [44] for music and room acoustics research. The array that was constructed for this research consisted of 12 loudspeakers located on the pentagonal facets of a dodecahedron.

Loudspeaker Distortion Compensation

Another relatively new promising application of signal processing to electroacoustics is the work by Klippel [116] on the reduction of nonlinear distortion in loudspeakers. The scheme proposed by Klippel is an open-loop feedforward design. The desired (undistorted) signal is fed into a “mirror” filter, which is a filter that predistorts the loudspeaker input signal so that the sound pressure signal produced by the loudspeaker will be essentially free of distortion.

Closing Remarks

As one can see, the field of electroacoustics has an interesting history and a bright future. As people continue to move toward “anytime-anywhere” communication, there will be new requirements for transducers that enable this untethered mode of communication. It is not hard to speculate that complete high-fidelity audio communication and entertainment systems will mount either in or near the ears. By mounting the transducers near or in the ear canal, the required power is low and the user does not interfere with others and has privacy. A transducer system mounted in the ear canal will enable wide-band active sound control and thereby allow the user to dial in a desired external noise sensitivity or desired spectral equalization and compression. The user will also be able to monitor bodily variables such as temperature, blood pressure, etc., with acoustic and nonacoustic transducers. Binaural communication will enable many useful new features such as spatially distinct information channels, audio-driven directional guidance (imagine the combination of GPS with binaural audio presentation for navigation), true full duplex communication even in the harshest environments, and many more synergies yet to be discovered and invented. It is therefore not difficult to see that the combination of DSP and novel electroacoustic transducers will play a very big role in creating and enabling the exciting new modalities of human-to-human and human-to-machine communications.

Active Noise Control

Stephen J. Elliot, University of Southampton,
Institute for Sound and Vibration Research

The active control of acoustic noise was first proposed in the 1930s as an electronic way of reducing sound propagating in air ducts or in the free field. Despite several important developments in the 1950s, it has only been in the last decade that developments in DSP have allowed practical control systems to be implemented commercially. This has spurred a rapid advance in our understanding of the physical limitations of this method of controlling sound, particularly in enclosures such as aircraft and cars, and has prompted parallel developments in the active control of vibration and fluid flow and in the techniques used to equalize sound-reproduction systems.

Active noise control (ANC) involves the use of a controllable, “secondary,” source of sound to generate an acoustic field that destructively interferes with the
original, "primary," sound field. In order to maintain the delicate balance necessary for good cancellation, it is generally important that the secondary source is adaptively adjusted to compensate for changes in the primary source. When an active noise controller is implemented as an adaptive digital system, it has some similarity to an adaptive-noise cancellation system (Widrow, et al., 1975), in which the cancellation occurs purely in an electrical signal, rather than in the physical pressure, which is the case for ANC. The same techniques have been used to adjust the digital filter in adaptive-noise cancellation, and the digital controller used in many feedforward ANC systems and similar block diagrams can be drawn for both systems, as shown in Fig. 4.

The object of the adaptive noise canceller in Fig. 4(a) is to cancel the components of the electrical desired signal, $d(n)$, which are linearly correlated with the reference signal, $x(n)$, by minimizing the mean-square value of the error signal, $e(n)$. This is commonly achieved using the least-mean-squares (LMS) algorithm to adapt the filter, $W$. The object of the ANC system is to reduce the pressure at a given microphone signal caused by an external disturbance. This is achieved by adjusting the coefficients of the digital filter driving the loudspeaker acting as the secondary source to minimize the mean-square value of the electrical output from the microphone as shown in Fig. 4(b). The physical "plant" shown in Fig. 4(b) contains the electroacoustic response between the secondary loudspeaker and error microphone, together with the response of the data converters and analogue antialiasing and reconstruction filters in a digital implementation. The presence of the plant response has an important influence on the adaptation of the control filter, and a modified form of the normal LMS algorithm, called the filtered-x LMS, must be used to ensure reliable convergence (Widrow and Stearns, 1985; Elliott and Nelson, 1993). The fact that one is trying to influence physical variables, and the fact that these variables can only be influenced through a dynamic and potentially time-varying "plant" response, means that in some ways ANC is closer to being an automatic-control problem than to a signal-processing one. The prevalence of adaptive feedforward techniques, however, has meant that the traditions of adaptive signal processing have carried over into active control and most work in the field is rooted in this tradition.

The reason why feedforward techniques are so prevalent in ANC has to do with the way the sound is originally generated in many important problems. If the sound wave is propagating along a duct, for example, a measurement of its waveform can be made some distance upstream of the secondary source and used to provide a time-advanced reference signal for a feedforward control system such as that shown in Fig. 4(b). This application was one of the original motivations for investigating ANC and was originally described by Paul Lueg in a patent published in the U.S. in 1936.

Another broad class of noise problems to which feedforward active control systems have been applied is the reduction of low-frequency periodic sound. This is because many rotating or reciprocating machines generate sound of this form. In this case a reference signal having the same fundamental frequency is often directly available from the machine (as a tachometer output, for example). This reference signal again contains information about the basic waveform of the sound to be controlled and can be used as the basis for a feedforward control system. Such systems were originally proposed for the active control of transformer noise, and it is in this field that the need for adaptation was first clearly identified to compensate for changes in transformer load and atmospheric conditions. In a seminal paper in 1956, William Conover described this need for adaptation and the difficulty of building an automatic system to accomplish this with the analogue electronic technology available to him at that time.

The developments that have taken place over the past decade in real-time signal-processing devices have made possible the practical application of such adaptive
feedforward control systems. This in turn has led to the development of more complicated multichannel systems and a great deal of research into establishing the fundamental physical limits of active sound control [76, 121, 145]. Current commercial applications include the active control of noise in ventilation ducts [63] and the active control of low-frequency propeller noise in propeller aircraft [60].

Active noise control conveniently complements more traditional, passive methods of controlling noise. This is because passive methods tend to work better at higher frequencies, for which the acoustic wavelength is not too large compared with the thickness of a typical absorber; whereas active control works most effectively at lower frequencies for which the acoustic wavelength is long. The acoustic wavelength is 3.4 m at 100 Hz under normal conditions, for example, and if the separation between the microphones in a multichannel active control system is much smaller than this, then the sound levels between the microphones will tend to be reduced as well as the levels at the microphone locations, and "global" reductions are possible.

At higher frequencies, the reductions in pressure caused by an ANC system are concentrated near the microphone location and become more "local." In a diffuse sound field, 10 dB reductions in pressure can only be obtained within a sphere of diameter about one tenth of an acoustic wavelength around the microphone (Elliott et al., 1988). By placing the microphone close to the loudspeaker, the delays in the response of the "plant" are reduced and stable feedback control systems can then be implemented, as shown in Fig. 5(a).

Such a system is described in Olsen and May's important 1953 paper, which also discusses the application of a local controller to the back of a seat so that a "zone of quiet" is generated around the head of a passenger in an aircraft or automobile. The bandwidth over which significant control can be achieved with a feedback system is inversely proportional to the delay in the control loop, which includes the delay in both the plant and controller. The most successful development of feedback systems in active sound control is in active headsets, where the secondary loudspeaker is positioned very close to the error microphone. Active headsets are now widely used in military vehicles [209] and can give sound reductions of more than 10 dB up to about 500 Hz. In order to reduce the delays in the feedback loop of such a system, the feedback controllers in active headsets have generally used analogue circuits. Although an analogue controller does not suffer from the delays associated with the data converters and anti-aliasing and reconstruction filters necessary in a digital controller, it is also much more difficult to adapt their response, and so active headsets tend to have a fixed controller designed to work best with a given disturbance spectrum.

The trade-offs in the performance of any feedback control system can be illustrated by transforming the conventional block diagram shown in Fig. 5(a), into an equivalent feedback system using a feedback-controller architecture known as internal model control [143], as shown in Fig. 5(b). In this arrangement the effect of the secondary source has been removed from the output of the microphone using an electrical model of the plant, and if this model accurately represents the plant response, the resultant signal, \( x \), is equal to the disturbance signal at the microphone. The control system then has an equivalent block diagram that is entirely feedforward [59], in which the reference signal is equal to the disturbance. If the plant has any delay, reductions in the mean-square error can only be achieved if the disturbance signal is predictable over this timescale, as in an adaptive line enhancer.

As well as providing a convenient reformulation of the feedback controller for performance analysis, the arrangement shown in Fig. 5(b) could also be used as the basis for an adaptive feedback controller, which could adjust the response of the control filter to compensate for changes in the spectrum of the disturbance.

![5. Block diagram of a feedback system used for active control (a) and an architecture of a controller (b), which allows the feedback system to be cast in an equivalent feedforward form.](image-url)
using the algorithms developed for adaptive feedforward control. Such a system would need to be implemented digitally, however, and would thus introduce its own delay into the feedback loop and thus limit the bandwidth over which the disturbance could be attenuated, as discussed above. In applications where the disturbance was particularly nonstationary, the advantages of adaptation may outweigh the loss of control bandwidth, particularly if an inner analogue feedback loop is used for broadband control and the adaptive digital outer loop is used to further reduce more tonal components.

Although ANC has its historic roots in the 1930s and 1950s, it is only relatively recently that developments in real-time hardware have made the techniques of DSP available within this application. The success of these systems has prompted an intensive investigation into the performance of these algorithms under realistic conditions and also into the physical limits of performance. More recent work has begun to look at feedback control systems from a signal-processing perspective and has focused on some of the traditional concerns of the control engineer, such as the robustness of the system’s stability to uncertainties in the plant response and the prevention of out-of-band disturbance enhancement [158].

Because of the physical limitations of ANC, there has also been considerable interest recently in using active vibration control to attenuate the motion of the original source of sound, and thus control the noise at the source [29]. Similar active control techniques are also being investigated for the control of fluid flow, including the use of LMS controllers [123]. Another development of these adaptive techniques, which is more relevant to the original aims of the Audio and Electroacoustics Committee, is the automatic equalization of sound-reproduction systems. This has been successfully demonstrated for the single-channel equalization of the audio response inside a car [64] and has more recently been extended to multichannel systems, which are able to significantly improve the acoustic imaging in stereo systems [146].

**Acoustic Echo Cancellation**

Shoji Makino, NTT Human Interface Laboratories

The echo canceller was first studied by Sondhi [185] in 1967 for controlling long-distance telephone line echo. In the 1970s, compact and economically feasible echo-canceller hardware became possible with advances in large-scale-integration (LSI) and DSP technologies. These technologies are good at handling complex and highly accurate calculations. The first echo canceller using LSI was developed by Duttwiler [50] at AT&T Bell Laboratories. Nowadays, echo cancellers are recommended in ITU-T recommendations G.165 and G.167 [71, 84] and are widely used in many applications [74]. The most modern application of echo cancellers is against acoustic echo, e.g., for teleconferencing and hands-free telecommunication systems. Therefore, the rest of this section focuses on acoustic echo cancellation.

**Echo Cancellation and Adaptive Algorithms**

An echo canceller adaptively identifies impulse response, \( h(k) \), between the loudspeaker and the microphone. Echo replica, \( \hat{y}(k) \), is created by convolving \( h(k) \) with the received input vector, \( x(k) \); then \( \hat{y}(k) \) is subtracted from the actual echo, \( y(k) \), to give error \( e(k) \). An adaptive FIR filter, \( h(k) \), is adjusted to decrease the error power at each sampling interval. The adaptive algorithm should provide fast convergence and high-echo-return loss enhancement.

The least-mean-square (LMS) and nonlinear LMS (NLMS) algorithms are widely applied to echo cancelation since they are simple and robust. However, when the received input signal is a colored signal, their speed of convergence must be increased. To speed up the convergence of the LMS and NLMS algorithms, time-varying stepsize control has been studied [28]. Using individual stepsize for each coefficient is also effective. One method of doing this is time-varying [156] and another uses the a priori knowledge of the exponentially decaying characteristics of the room-impulse response [131, 162].

The projection algorithm, or affine projection algorithm [148], whitens the received input signal. This process can be explained as whitening by the Gram-Schmidt process and/or whitening by the linear prediction process. Therefore, convergence can be improved for a colored input signal, such as speech, which has a highly nonwhite spectrum. The second-order exponential stepsize (ES) projection algorithm [131] converges four times faster [75] while its computational power is almost the same as that of the conventional NLMS. The fast affine projection algorithm [48, 194] is attractive; its computational load is \( 2L + 20p \) multiply-add operations, where \( L \) is the number of taps and \( p \) is the projection order.

The affine projection algorithm lies between the NLMS and recursive-least-square (RLS) algorithms [130, 141]. The first-order projection algorithm corresponds to the NLMS; the infinity-order algorithm is equivalent to the RLS algorithm. In the RLS algorithm, the received input is fully whitened, so convergence is independent of the input signal, resulting in fast convergence for all input signals. Fast RLS algorithms [11, 175] have the good convergence of the RLS algorithm at a computational complexity of \( 8L \).
Echo Cancellers

Subband echo cancellers divide signals into smaller frequency subbands and independently cancel echoes in each subband [113]. Since the narrower frequency subbands have a smaller eigenvalue spread than the fullband for speech input, the convergence speed is improved. Since downsampling expands the sampling interval and reduces the number of taps needed for the adaptive filter, the subband echo canceller is computationally efficient. In the conventional subband echo canceller, the received input in each subband is bandlimited and not fully whitened, which results in slow asymptotic convergence [144]. To overcome this problem, one suggestion is to increase the bandwidth of the analysis filter relative to the synthesis filter [125]. On the other hand, the projection algorithm was shown to be effective at whitening the received input in each subband, which speeds up convergence [132]. The major drawback of the subband structure is the delay that is introduced by the filter banks.

Stereo Echo Canceller

Stereo echo cancellation is a hot topic and of interest from both the theoretical and implementation points of view. A stereo teleconferencing system provides more realistic presence than a monaural system. It helps listeners distinguish who is talking at the other end by means of spatial information. A stereo (two-channel) telecommunication system is shown in Fig. 6. Input signals $x_1(k)$ and $x_2(k)$ and filter coefficients $\hat{h}_1(k)$ and $\hat{h}_2(k)$ are combined as $x(k) = [x_1^T(k), x_2^T(k)]^T$ and $\hat{h}(k) = [\hat{h}_1^T(k), \hat{h}_2^T(k)]^T$. Thus, stereo echo cancellation is achieved by linearly combining two monaural echo cancellers. Unlike monaural echo cancellation, stereo echo cancellation has the specific problem of nonuniqueness. The problem is that the adaptive filter often misconverges or, even when it converges, its convergence speed is very slow because of cross-correlation between the stereo signals [186]. As a result, the conventional stereo echo canceller suffers from variation in both the near-end echo path and the far-end transmission path. Consequently, talker movement or changes in the transmission room are considered as variations in the echo path in the receiving room. Accordingly, the performance of the stereo echo canceller degrades at the instant of abrupt changes in the environment in the transmission room.

A clue to solving the nonuniqueness problem can be found in practical teleconferencing situations:

- The stereo signals, $x_1(k)$ and $x_2(k)$, contain independent noise.
- The length of the adaptive filter, $\hat{h}_1(k)$ and $\hat{h}_2(k)$, is shorter than that of the impulse response in the transmission room. These truncated components act as independent noise.
- The cross-correlation between the stereo signals varies slightly even when the talker does not move his body or head while speaking.

Several methods for overcoming this problem have been proposed. Regarding the first two items above, several functions were successfully applied to create an independent component in the stereo input signals [13, 171]. The important point is that the noise generated should not be audible and should not degrade stereo perception. Regarding the third item, one might think that the change in the variation causes another misconvergence; hence, it would not suppress the nonuniqueness problem. Fortunately, however, a "new" convergence process starts from the "old" converged solution. Thus, after many variations in the cross-correlation, the stereo echo canceller can converge to the "true" solution [171]. To emphasize the slightly varying cross-correlation between stereo signals in actual teleconferencing situations, the stereo-projection algorithm [12, 171] and subband processing [133] were successfully introduced, and thus convergence speed to the true echo-path impulse response was significantly improved.

Implementation

Echo cancellers are now commercial products and play a very important role in teleconferencing systems. To implement them in a single-chip DSP at low cost, the subband processing mentioned above was successfully used [33, 45]. The most important technique in implementing echo cancellers in an actual teleconferencing system is double-talk control. An echo canceller has to distinguish between double-talk and an echo-path change to determine whether to freeze or update the coefficients. If the echo canceller fails to realize effective double-talk
control, the adaptive filter will be misadjusted, resulting in annoying echo and howling. The echo canceller must detect the double-talk situation before the adaptive filter becomes misadjusted. To solve this difficult problem, two unique solutions have been successfully implemented. Both methods have the same approach of using one continually running adaptive filter to detect double-talk to distinguish it from an echo-path change.

One solution is the so called "dual echo path model," which uses an adaptive filter and a fixed filter [147]. The fixed filter reduces the echo and the adaptive filter estimates the room impulse response. The coefficients for the fixed filter are transferred from the adaptive filter when the adaptive filter converges. During double-talk, the coefficients of the adaptive filter may become misadjusted, increasing the error in the adaptive filter. If this occurs, the filter coefficients of the adaptive filter are not transferred to the fixed filter. The filter coefficients of the fixed filter are, therefore, not updated during double-talk, and the echo-canceling level before double-talk is maintained. This method was brushed up and implemented in a commercial echo canceller and its good performance has been demonstrated [75]. The other solution is to use an "auxiliary" adaptive filter that adapts continually, but whose coefficients are not copied to any other filter [45].

While adaptive filters can achieve full-duplex communication, they are limited by their convergence speed and the echo-canceling level. Therefore, other echo-suppression methods, such as variable loss insertions and center clipping, are used to enhance echo canceling. The convergence of the continually working adaptive filter ensures single-talk. Hence, the loss controller can measure the acoustic coupling level, which is very important information of the "unknown system." Thus, the howling margin level is determined from the acoustic coupling level, and the necessary and minimum loss level can be decided.

Concluding Remarks

Echo cancellers will become more and more important in digital networks, where the delay becomes longer and longer. The usage of echo cancellers will become more widespread in the future. To achieve comfortable speech communication, the total system should be studied considering noise reduction, the microphone array, de-reverberation, etc.

Signal Processing for Hearing Aids

James M. Kates, AudioLogic

Approximately 7.5 percent of the population has some degree of hearing loss, and about 1.0 percent has a loss that is moderately severe or greater [151]. The majority of the hearing-impaired population would benefit significantly from improved methods of acoustic amplification. Hearing aids, however, are not as widely used as they might be; even within the population of hearing-aid users, there is widespread discontent with the quality of hearing-aid amplification [118]. One of the most common complaints is that speech is especially difficult to understand in noisy environments. In general, the signal-to-noise ratio (SNR) needed by a hearing-impaired person to give speech intelligibility in noise comparable to that for speech in quiet is substantially greater than the corresponding SNR required by a normal-hearing person [151].

While most commercial hearing aids are still based on analog signal-processing strategies, much research involves DSP. This research is motivated by the desire for improved algorithms, especially for dealing with the problem of understanding speech in noise. Cosmetic considerations, however, limit what can be actually implemented in a practical hearing aid. Most users of hearing aids want a device that is invisible to bystanders and thus does not advertise their impairment. As a result, the strongest pressure on manufacturers is to put simple processing into the smallest possible package, rather than develop sophisticated algorithms that require a larger package. Thus practical signal processing, as opposed to research systems, is constrained by the space available for the circuitry and the power available from a single small battery.

Linear Amplification

The basic hearing-aid circuit is a linear amplifier, and the simplest hearing aid consists of a microphone, amplifier, and receiver (output transducer). In addition to being commonly prescribed on its own, the linear hearing aid also forms the fundamental building block for more advanced designs. Thus many of the problems associated with linear amplification will also affect other processing approaches when implemented in practical devices. Conversely, improvements in linear instruments will lead to improvements in all hearing aids.

The signal processing in a linear hearing aid consists of frequency-response shaping and amplification. The limitations in typical hearing aids include restricted dynamic range, distortion, and restricted bandwidth. The dynamic range in a hearing aid is bounded by noise at low-input signal levels and by amplifier saturation at high signal levels, with an available dynamic range of about 55 dB in a typical instrument. Thus the typical hearing aid has about half the dynamic range of a normal human ear. Distortion in hearing aids normally takes the form of symmetric peak clipping, and the restricted dynamic range can result in distortion for many everyday sounds, including monitoring the user's own voice. The high frequency response of a typical hearing aid tends to fall off rapidly above about 5 kHz, which is
less than the 8 kHz that is needed for optimal speech intelligibility [150] or music appreciation [115]. Increased hearing-aid bandwidth, however, increases the possibility of distortion due to increased amplifier demand and can also increase the levels of mechanical and acoustic feedback in the hearing aid.

**Feedback Cancellation**

Mechanical and acoustic feedback limits the maximum gain that can be achieved in most hearing aids and also degrades the system frequency response. Most instruments have an acoustic feedback path that limits the maximum possible gain to about 40 dB or even less [107], depending on how the hearing aid is fit in the ear. Acoustic feedback problems are most severe at high frequencies since this is where a typical hearing aid has the highest gain.

The traditional procedure for increasing the stability of the hearing aid is to reduce the gain at high frequencies. Phase shifting and notch filters have also been tried [54], but have not proven to be very effective. A more effective technique is feedback cancellation, in which the feedback signal is estimated and subtracted from the microphone input. Simulations and digital prototypes of adaptive-feedback-cancellation systems [27, 52, 61, 108] indicate that increases in gain of between 6 and 17 dB can be achieved before the onset of instability with no loss of high-frequency response. The majority of feedback-cancellation systems explored to date have used an injected-noise-probe signal with LMS adaptation [210] to adjust the filter modeling the feedback path. Field trials of a practical adaptive-feedback-cancellation system built into a hearing aid have shown increases of 8-10 dB in the gain used by the subjects [15].

**Compression Amplification**

Compression amplification is used in hearing aids to prevent amplifier saturation and to match the dynamic range of the amplified signal to the reduced dynamic range of the impaired ear. Commercial products having up to three frequency bands have been designed using analog electronics, and digital research systems have been used to implement multiband compression algorithms. The choice of optimum compression parameters to maximize speech intelligibility or speech quality is still open to contention. Rapid attack-time constants (less than 5 ms) are used to prevent transients from saturating the circuitry. Arguments for fast release times (less than 20 ms), also termed syllabic compression, are based on considerations of the syllabic variations in speech and the desire to amplify soft speech sounds on a nearly instantaneous basis [204].

Arguments for long release times are based on the desire to preserve the envelope structure of speech [152].

Several multichannel digital-compression systems have been investigated. One objective of such systems is to place as much of the speech signal as possible within the residual hearing region of the impaired ear. Approaches reflecting this objective include modifications of the relative amplitudes of the principle components of the short-time spectrum [26] or the coefficients of a polynomial series fit to the spectrum [126]. A second objective is to match the loudness in the impaired ear to that in a normal ear, and this approach has been investigated by [46] and [119]. The general result of these approaches has been some improvement in speech quality, but little improvement in speech intelligibility, especially in noise.

**Noise Suppression**

Improving speech intelligibility in noise has long been an objective in hearing-aid design. The single-microphone noise-suppression techniques that have been developed are based on the assumption that an improvement in SNR will yield a corresponding improvement in intelligibility, but this has not been found to be true in practice. Spectral subtraction attempts to estimate and remove the noise power; spectral subtraction in the frequency domain [17] and the pseudo-cepstral domain [206] have both been tried. Spectral enhancement attempts to emphasize the salient features of the speech spectrum and suppress noise. Approaches include comb filtering [127], Wiener filtering of the power spectrum [139], and maximum-likelihood envelope estimation [62]. While improvements in the measured SNR of up to 20 dB have been reported [200], no improvements in speech intelligibility have been observed.

Instead of trying to remove the noise, one can try to enhance the speech. The general approach that has been used is to increase the spectral contrast of the signal short-time spectrum by preserving or increasing the amplitude of frequency regions containing spectral peaks while reducing the amplitude of regions containing valleys. Techniques include squaring and then normalizing the spectral magnitude [16], increasing the spectral magnitude in pre-selected spectral regions while reducing it in others [25], filtering the spectral envelope to increase the higher rates of fluctuation [173, 191], and using sinusoidal modeling of the speech to remove the less-intense spectral components while preserving the peaks [110]. In general, spectral enhancement has not yielded any substantive improvement in speech intelligibility.
Microphone Arrays

In many situations, the desired signal comes from a single well-defined source, such as a person seated across a table, while the noise is generated by a large number of sources located throughout the area, such as other diners in a restaurant. Under these conditions the speech and the noise tend to have similar spectral distributions, but the spatial distributions differ. The spatial separation of the speech and the noise can be exploited to reduce the noise level without any deleterious effects on the speech. Furthermore, unlike the situation for single-microphone noise-suppression techniques, the improvements in SNR measured with directional microphones and microphone arrays give corresponding improvements in speech intelligibility.

A directional microphone will improve the SNR by maintaining high gain in the direction of the desired source and reduced gain for sources coming from other directions. Greater improvements in the SNR and speech intelligibility require arrays that combine the outputs of several microphones. The simplest multimicrophone processing approach is delay-and-sum beamforming. The benefit of delay-and-sum microphone arrays of the sort that can be built into an eyeglass frame, for example, is an improvement of 5-10 dB in SNR, with the greatest improvement at higher frequencies [183, 184]. The performance of delay-and-sum beamforming can be improved by using superdirective array processing [39] to give the optimum improvement in SNR for a stationary noise field. Simulation studies for a spherically isotropic noise field [109, 188] show that a superdirective array will give an SNR about 5 dB better than that obtained for delay-and-sum beamforming using the same set of microphones. This relative performance benefit is also found in measurements in reverberant rooms [111].

Adaptive array systems have the potential of giving even greater improvements in SNR than those resulting from an array using fixed weights. Microphone arrays using constrained LMS adaptation [40] have proven effective in simulations [73, 79]. A processing comparison of fixed and adaptive arrays [111] showed that the adaptive system was somewhat more effective than the superdirective system when the noise power exceeded the speech power, and somewhat less effective than the superdirective system when the noise level in the room was below that of the speech.

Conclusions

Different hearing-aid signal-processing strategies have been developed based on different assumptions as to what is most important in dealing with the hearing loss. Linear amplification is intended to overcome the loss in auditory sensitivity for normal conversational speech levels. Wide dynamic-range compression amplification is intended to compensate for the reduced dynamic range in the impaired ear. Noise suppression algorithms are intended to compensate for the loss of frequency and temporal resolution in the impaired ear. The complexities of the auditory system and the nature of auditory impairment may well mean that total compensation for hearing loss is not possible in a conventional hearing aid. Improved signal processing for hearing aids is thus a deceptively difficult engineering problem.

Perceptual Audio Coding

Marina Boi, Digital Theater Systems (DTS)

The challenge of audio coding today is to minimize costs while providing an audio signal with no audible differences from a signal encoded according to the compact disc (CD) audio standard. According to CD audio specifications, the audio signal is a two-channel signal, sampled at 44.1 kHz with each sample pulse-code modulation (PCM) coded with 16 bits. Since the advent of CD technology, the expectation for any good audio-quality system is that it provides a CD-quality signal with 20 kHz (or higher) of bandwidth and a dynamic range equal or above 90 dB. Furthermore, widespread exposure to CD-quality audio is leading to consumer demand that most consumer products and broadcast applications provide CD-like audio quality.

A higher coding efficiency typically implies an increased complexity and delay of the overall system. Being able to deliver CD-quality audio signals at a reduced data rate can translate into cost savings if the increase in complexity and delay don't add too much to the costs. The appropriate balance will depend on the application. Applications such as digital broadcasting, audio transmission via ISDN lines, and audio transmission via the Internet, require high coding efficiency. For point to multipoint applications it is desirable to keep the decoders' costs, in terms of computational complexity and memory storage, low. As low-cost RAM and processing power become more and more available, decoder costs will become less of an issue in the design of audio-coding systems. Issues like error resilience and editability of the encoded bit stream, however, remain important issues to be addressed in design of audio-coding systems.

Applications with more audio channels than the two-channel CD specification are becoming more and more popular. The most typical configuration, the 5.1 channel configuration, includes five full-bandwidth channels plus a low-frequency channel (<200 Hz) for additional low-frequency support [88]. The film industry has been using multichannel audio formats for many years, switching from analog to digital formats.
over the past five years or so. Similarly, high-definition television (HDTV) in North America [35] and the newly defined digital versatile disc standard (DVD-Video) [51] embraced the 5.1-channel configuration in their audio specifications. In the case of the DVD-Audio requirements, higher sampling frequencies (e.g., 96 kHz) and increased sample resolution (e.g., 24 bits) are also being considered.

While speech and video coding have been well-established research topics for many decades, high-quality audio coding is a relatively new subject. First applications of audio coding, including CD-I, made use of adaptive-differential PCM (ADPCM) techniques. Typical compression ratios for this technology applied to music signals is about 4:1. To reach high compression ratios (above 4:1) for general audio signals while keeping high fidelity, perceptual coding principles are typically employed in audio coding. One of the first applications of psychoacoustic principles to audio coding can be found in [120]. In this publication, a subband coder based on a tree-structure quadrature mirror filter (QMF) and a fixed bit allocation is described. It should be noted that previous work in speech coding also took advantage of psychoacoustic principles and adaptive transforms [93, 166, 212] and laid the ground for the research work in perceptual audio coding (PAC).

With the standardization efforts of ISO/IEC JTC1/SC 29/WG 11 (also known as the Moving Pictures Expert Group (MPEG)), audio coding has become widespread in a variety of applications. CD-like quality at data rates of 128 kb/s per channel (6:1 compression ratio) has been reached for a number of coding schemes including MPEG-1 Layers II and III, and AC-2 [85, 102-104]. A new standard of high-quality audio coding, MPEG-2 Advanced Audio Coding, is capable of providing indistinguishable audio quality at data rates of 320 kb/s per 5.1 channels [100], or, equivalently, a compression ratio of 12:1.

Audio-Coding Standards

ISO/IEC JTC1/SC29/WG11 (MPEG) was established in 1988 to specify digital video- and audio-coding schemes at low data rates. MPEG completed its first phase of specifications (MPEG-1) in November 1992 [2]. The MPEG-1 audio-coding system, specified in ISO/IEC 11172-3 [see also 19] operates in single-channel or two-channel stereo modes at sampling frequencies of 32 kHz, 44.1 kHz, and 48 kHz. Three Layers are specified. MPEG-1 Layers I and II make use of 32 subbands, 511-tap polyphase quadrature mirror filter (PQMF) (see also the next section). A
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MPEG-2 AAC satisfies the ITU-R quality requirements [87] at 320 kb/s per five full-bandwidth channels (or lower according to the NHK data) [100]. AAC combines the coding efficiency of a high-resolution filter bank (a 1024-point modified cosine transform), temporal noise shaping (see also the next section), prediction techniques, intensity and mid/side stereo coding, and noiseless coding to achieve very high-quality audio at very low data rates (see Fig. 7). It operates at sampling frequencies between 8 to 96 kHz and supports up to 48 audio channels.

MPEG-2 AAC will constitute the kernel of the forthcoming MPEG-4 audio standard at data rates at or above 16 kb/s per channel. The MPEG-4 audio standard will be finalized in January 1999 [101]. In MPEG-4 audio, three different coder types are integrated in a unified framework: coders based on time-to-frequency mapping (T/F coders like AAC), CELP coders, and parametric coders (PARA coders). In the PARA-coders scheme, parameters that describe the input samples' sinusoidal and noise components are extracted. The coding of these parameters is controlled by a perceptual model in order to reduce the data rate. The motivation for the integration of different coding schemes is that, for different types of signals and at different bit rates, one type or a combination of coders performs better than others. For example, CELP coders perform better for speech while PARA coders perform better for music signals for data rates starting at 2 kb/s per channel. T/F coders are employed to achieve very-high-quality audio at higher data rates. In addition, the advantages of sophisticated source models of CELP coders can be combined with the advantages of the T/F scheme and its psychoacoustics model.

A new set of functionalities is introduced in MPEG-4 audio. These functionalities include content and complexity scalability and pitch/time manipulation. Additional flexibility and interactivity are possible if synthetic audio signals are also taken into consideration. The MPEG-4 synthetic/natural hybrid coding (SNHC) activities contain two major contributions concerning audio. The first is a text-to-speech (TTS) system that specifies a syntax and a decoder for the combination of text, auxiliary information, and control commands. This allows the integration of TTS synthesizers for different languages and interfaces with other modules such as face animation, etc. The second contri-
bution is “structured audio,” which exploits methods for defining structural similarity in audio signals, e.g., repetition of sound sequences, timbre, etc., to achieve ultra-low data rates by using model-based assumptions to represent the signals.

**Background**

If we consider the basic audio-coding chain (see Fig. 8), the input signal is coded then transmitted and/or stored. After the decoding process, the last stage in this process is the reception of the audio signal by the human ear. The basic building blocks of an audio encoder/decoder (see Fig. 9), contain two crucial pieces: one is transforming the signal into a representation that concisely models the source and the other is the psychoacoustics model that provides an approximation of the perception mechanisms of the human ear. These two pieces will determine the amount of reduction in the data rate that can be achieved by the coding process.

In the signal-representation stage, the removal of signal redundancies takes place. In speech coding, a physical model of the vocal tract is employed to define speech parameters. These parameters together with residual information are then encoded. While this technique allows for very high compression ratios, it is not very successful with music signals since it is very difficult to accurately model all possible music sources. In audio coding, the time representation of the signal is typically mapped to a time-frequency representation via a filter bank. In this case, the frequency-domain filter-bank output provides the primary signal representation. The general assumption is that audio signals are quasi-stationary; therefore, a mapping to the frequency domain results in a signal representation that is more efficient than straight PCM. The longer the analysis window the better founded is this assumption. In general, there is a tradeoff between the high coding efficiency granted by a high-resolution filter bank employed in the signal-representation stage and memory cost/delay of the overall coding system. Investigations on spectral resolution showed that a good choice is a frequency resolution around 20 Hz corresponding to a time resolution of around 25 ms [98]. Time-variant filter banks are often used in order to avoid the spreading of quantization noise in time in the reconstructed signal [42, 53, 192]. These methods allow the filter bank to adapt to a higher time resolution, typically equal or less than 5 ms, in the presence of a transient.

In addition to the removal of redundancies, the perceptual irrelevant portion of the signal can also be removed. In other words, it is assumed that quantization error can be hidden below a signal-dependent masking curve, which is based on the ability of the human ear to perceive various signals (see Fig. 10).

The quantization levels for each spectral component of the signal are determined by the targeted data rate and the masking thresholds derived for the current signal. Masking of a softer signal (maskee) by a louder one (masker) can occur when masker and maskee are presented simultaneously (frequency masking) and/or before (premasking) or after (postmasking) the presentation of the masker (temporal masking). A simple frequency-masking model for a sinusoidal masker of level $L_m$ is shown in Fig. 11.

Note that in the horizontal axis the frequency is expressed in Bark units as per [213]. A Bark scale represents a nonlinear frequency scale. A Bark unit corresponds to a constant distance on the cochlea and represents a frequency interval within which the combination of the maskees is masked by the masker. The quantization error level localized in the gray area of Fig. 11 is assumed not to be audible. The simple masking model can be described by three parameters:

- The difference between the level of the masker and the masked threshold, $\Delta$.
- The masking curve slope, $\text{slope}_1$, toward lower frequencies. According to [213] a good estimate of slope 1 is about 27 dB.
- The masking curve slope, $\text{slope}_2$, toward higher frequencies as a function of the masker level, $L_m$.
\[ \text{slope} \left( L_m \right) = -27 \text{ dB / Bark} + \max (Lm - 40, 0) = 0.37 \]

In addition to the masking effects due to another masking signal, one should also take into consideration the masking threshold in quiet or threshold of hearing (see Figure 10).

**Basic Audio-Coding Tools**

The basic audio-encoding process can be described as follows (see Fig. 7). First, a filter bank is used to decompose the input signal into subsampled spectral components (time-frequency domain samples). The filter bank can be implemented via a PQMF [161]. A 32-band PQMF is employed in MPEG-1 and MPEG-2 Layers I and II. For higher frequency resolution, a critically sampled filter based on time-domain aliasing cancellation (TDAC) [154] can be used. This technique allows for a critically sampled filter bank and introduces a phase modification to a series of discrete cosine transforms (oddly stacked TDAC) or a series of alternate discrete cosine and sine transforms (evenly stacked TDAC). MPEG-2 AAC [19] and PAC [95] use a modified cosine transform (MDCT) with 1024 frequency bands, while AC-3 [66] employs a 256-frequency-line MDCT. A hybrid filter in which the PQMF stage is cascaded with an MDCT stage is found in MPEG-1 and MPEG-2 Layer II [23], and ATRAC [197]. Wavelet-based filter banks [174, 203] can also be found in literature and are employed in the enhanced PAC coder. While the PQMF filter utilized in MPEG Layers I and II is time-invariant, all the other coding schemes mentioned above make use of adaptive filter banks.

Based on the input signal, an estimate of the current masking curve is computed using rules known from psychoacoustics. Either the output of the main data path filter bank (see, for example, PAC [95], AC-3 [66]) or a side-chain analysis filter, typically an FFT as in the MPEG psychoacoustic models [2], is used for this estimate. Often, in addition to the masker level and its frequency, the noise-like versus harmonic characteristics are taken into consideration, keeping in mind that noise-like signals are better masked than tones. A signal-to-mask ratio, i.e., an assessment of how much quantization noise can be masked by the input signal, is derived from the masking curve. This information is utilized in the quantization stage to minimize the audible distortion of the quantized signal at any given data rate.

Sometimes to further reduce the redundancy in the audio signal an intra-channel, time-domain backward- or forward-adaptive prediction tool is employed in order to take advantage of correlation between subsampled spectral components of subsequent frames. In the case of MPEG-2 AAC, a second order, backwards-adaptive set of predictors is applied to frequency coefficients up to 16 kHz [70]. Another method to increase the coding efficiency is to normalize the signal spectrum by using an LPC analysis stage after the filter bank. This method is used in the Twin-VQ coding scheme [89] currently proposed for MPEG-4 audio coding.

A novel concept in audio coding is to apply predictive coding to the spectral data in order to enhance the overall time resolution of the system [78]. The temporal noise shaping (TNS) tool performs an in-place filtering operation on the spectral values, i.e., it replaces the target spectral coefficients with the prediction residual. The TNS technique permits the encoder to control the temporal structure of the quantization noise even within a filter-bank window.

The main data-reduction process takes place in the quantization and coding stage of the encoder. With the exception of Layer III and MPEG-2 AAC, which employ nonuniform quantization with a power law, the majority of the audio-coding systems apply uniform quantization. Vector quantization has also been applied in audio coding [89]. A bit-allocation procedure in conjunction with block floating-point coding is sometimes used [66]. The bit-allocation procedure, driven either by data statistics or by the perceptual model output, assigns the number of bits for each spectral components to be used in the quantization stage [66]. In some audio-coding schemes [19, 23, 95] a noise-quantization procedure is adopted instead. In this case no explicit bit allocation is performed, rather the amount of quantization noise allowed by the estimated masking curve is used to adapt the quantization step size for each frequency band. This process is also known as analysis-by-synthesis quantization and is generally controlled by nested iteration loops. The iteration loops typically include entropy coding of the quantized spectral values. A count of how many bits per spectral component can be done only upon the completion of the iteration loops. In addition, in order to satisfy the signal demands on a frame-by-frame basis, a mechanism called bit reservoir, which allows for a locally variable data rate, is sometimes adopted [19, 23, 95].

For multichannel signals, joint stereo coding is applied in order to remove stereo redundancy and stereo irrelevance in multichannel audio signals. M/S (mid/side) stereo coding and intensity stereo coding are the techniques most commonly found in multichannel audio-coding schemes. Instead of transmitting the left and right signal, the normalized sum (M as in Mid) and difference signals (S as in Side) are transmitted in M/S stereo coding. This matrixing operation can be done in the time or frequency domain. This technique allows for redundancy removal for mono-like signals. Stereo irrelevancy effects can also be exploited by using M/S stereo coding. In intensity stereo coding only the energy envelope of the signal is transmitted.
<table>
<thead>
<tr>
<th>Impairment Description</th>
<th>ITU-R Grade</th>
<th>Diffgrade</th>
</tr>
</thead>
<tbody>
<tr>
<td>imperceptible</td>
<td>5.0</td>
<td>0.0</td>
</tr>
<tr>
<td>perceptible, but not annoying</td>
<td>4.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>slightly annoying</td>
<td>3.0</td>
<td>-2.0</td>
</tr>
<tr>
<td>annoying</td>
<td>2.0</td>
<td>-3.0</td>
</tr>
<tr>
<td>very annoying</td>
<td>1.0</td>
<td>-4.0</td>
</tr>
</tbody>
</table>

Intensity stereo coding allows for a reduction in the signal spatial information transmitted. A coupling channel is sometimes used as the equivalent of an n-channel intensity stereo-coding system. Stereo coding is a powerful method generally used at very low data rates. To enable a smooth transition from two-channel stereo to multichannel, many of the audio-coding systems provide downmix matrix capability from 5.1 channels to two channels.

The final step in the encoding process is the coded bit-stream packing. A bit-stream formatter is used to assemble the bit stream, which consists of the quantized and coded spectral coefficients and control parameters.

**Codec Assessment**

The goal of audio coding is to reduce the data rate of the overall system while maximizing the quality at a given data rate and keeping the complexity as low as possible. The audio quality of an audio system is classically measured in terms of signal-to-noise ratio (SNR), total harmonic distortion (THD), and total harmonic distortion plus noise (THD+N). These measurement techniques are obsolete when we try to apply them to the measurement of quality for PAC systems. A clear example of the inadequacy of these techniques is the 13 dB miracle paradox developed by Johnston and Brandenburg in 1990. This demonstration showed the dramatic difference that can be achieved by carefully crafting where a given quantity of noise (corresponding to an SNR of 13 dB) appears in the original signal spectrum.

A number of objective perceptual measurement systems [8, 22, 34, 149] have been trying to address the need of objective measurement of audio-coding schemes. These systems provide an estimate of the difference in the perceptual domain between the reference signal and the output of the codec under test. Some correlation can be established between the results of listening tests and objective perceptual measurement of audio quality [97]. The development of these techniques, however, is not at the stage where they can be considered a substitute for formal listening tests.

The basic assumption made when assessing audio coders via subjective listening tests is that the audio system generates a signal with only small impairments compared to the original (or reference) signal. The work of ITU-R TG-10/3 resulted in the specifications of a formal test method for the subjective assessment of small impairments in audio systems including multichannel systems (ITU-R recommendation BS.1116 [86]). Only expert, reliable listeners, i.e., pre- and postscreenings of the listeners are performed in order to qualify their ability to make correct identifications, are selected to participate in the tests. The double-blind, triple-stimulus with hidden reference method is adopted. The ITU-R 5-point impairment scale or the equivalently defined difference in grade [86] (see Table 1) is also adopted. Critical material that stresses the systems under test is selected by an expert panel. Room size, shape, proportions, reverberation time, background noise levels as well as the reproduction system characteristics are specified. Carefully designed listening tests are typically reliable and stable. Parametric analysis like ANOVA methods (analysis of variances) are commonly applied to difference grades, i.e., the difference between the system under test grade and the hidden reference grade. The outcome of the data analysis provides a measure of the average performance of the systems under test and the reliability of the differences among the systems under tests. The confidence interval gives an indication of the resolution achieved by the test; a confidence interval of 95% is often used.

**The Future**

State-of-the-art audio codecs are capable nowadays of providing CD-like audio quality at data rates of approximately 64 kbits per channel (12:1 reduction in data rate), which was thought unreachable in "real life" systems only a few years ago. Has the development of audio coding reached its limits in terms of maximum compression or is there still room for improvement? Certainly, from the theoretical point of view, considering the resolution of human auditory perception and the amount of audio information that we can transmit per second, there is hope that lower data rates at very high quality can be achieved. Improvements in audio-signal modeling and representation, improvements in the auditory system perceptual models, and a better understanding of the interaction between these two fundamental stages in audio coding may lead us to the next breakthrough in this relatively young research area. Re-
results from research centers around the world seem to bolster this idea. Work on filter banks \cite{134, 203}, including signal-adaptive filter banks \cite{185, 174}, oversampled filter banks, and low-delay filter banks \cite{168} is very promising in terms of audio-signal representation. Results from MPEG-4 work seem also very encouraging in the use of physical modeling and structural modeling for audio representation \cite{101}. Regarding perceptual modeling, models for additive masking \cite{7} and neural processing, and, in general, improved auditory system insight and depiction can be brought to fruition in audio coding.

Some may argue that, with increasing media capacity, no compression at all or the limited compression available using lossless techniques is the answer for upcoming consumer technology, including DVD. Although there have been dramatic increases in media capacity, there is little doubt that new applications and content will emerge that continue to push the available limits, again requiring efficient use of media real estate to fit all of the content demanded. Most of us only need look back at our own experiences with PC hard-drive space to feel very certain that what currently feels like unimaginably large capacity may soon feel constraining.

**Sound Synthesis Based on Physical Models**

*Julius O. Smith III, Stanford University, Center for Computer Research in Music and Acoustics*

In this section we review some activities related to sound synthesis based on physical models of musical instruments. To summarize, much past effort has been devoted to the problem of speech synthesis using a variety of signal models including some based on physical descriptions, and this provided a fertile background for later research in musical sound synthesis. At the present time, advanced music synthesizers are appearing that are based on computational physical models of musical instruments, and “physical-modeling synthesis” is just beginning to supplement FM and wavetable synthesis in MIDI synthesizers on certain multimedia sound cards and even Pentium-based software synthesizers. Also, high-quality voice synthesis from a physical model has been demonstrated in the lab for “generic” voices (i.e., not sounding like a particular speaker). For the future, sound synthesis technology has been proposed for inclusion in the MPEG-4 audio-coding standard, and physical-modeling synthesis is one of the supported methods.

**The Past**

It has been recognized for decades that model-based compression stands to provide the highest possible compression ratios in speech coding \cite{68, 167}. For example, very low bit-rate speech coders have been based on “articulatory speech synthesis” in which a model of the voice-producing apparatus is “remote controlled” by a bit stream specifying vocal-tract shape and articulator motion \cite{43, 112}.

As with articulatory models of speech, physical models of musical instruments have historically been too expensive computationally to be suitable as a basis for sound coding or even sound synthesis in a commercial music synthesizer. For a representative example of computational models in musical acoustics, see \cite{31}.

More recently, highly efficient “digital waveguide” models \cite{176, 181} of musical instruments have been developed that are closely related to the acoustic-tube model for speech production \cite{36, 37, 114, 135, 178}. These models achieve high efficiency gains over more standard “finite-difference” models by applying principles of linear-systems theory such as commutativity of linear, time-invariant elements in order to greatly re-
duce computational requirements at a given audio quality level. The “lumping” of losses into a single “per-period” filter yields orders-of-magnitude efficiency gains over finite difference methods; as a specific example, the SynthBuilder [153] virtual electric guitar patch implements six “steel” strings, a stereo flanger, amplifier distortion and feedback, and on-chip vibrato in real time at a 22 kHz sampling rate, on a single Motorola DSP56001 DSP chip, clocked at 25 MHz, with 8 kWords of zero-wait-state SRAM. For an overview of recent research related to digital waveguide modeling, see [182].

To provide a specific example, the digital waveguide clarinet is shown in Fig. 12 [177]. If the bore is cylindrical, as it is in the clarinet, it can be modeled quite simply using a bidirectional delay line. If the bore is conical, as in a saxophone, it can still be modeled as a bidirectional delay line, but interfacing to it is slightly more complex, especially at the mouthpiece [164]. Because the main control variable for the instrument is air pressure in the mouth at the reed, it is convenient to choose pressure-wave variables. Hence, the delay-lines carry left-going and right-going pressure samples \( p^+ \) and \( p^- \) (respectively) that sample the traveling pressure-wave components within the bore.

The reflection filter at the right of Fig. 12 implements the bell or tone-hole losses as well as the round-trip attenuation losses from traveling back and forth in the bore. To first order, the bell passes high frequencies and reflects low frequencies, where “high” and “low” frequencies are divided by the wavelength that equals the bell’s diameter. For a clarinet bore, the nominal “cross-over frequency” is around 1500 Hz [10]. Thus, the bell output filter is highpass, and power is complementary with respect to the bell-reflection lowpass filter.

Tone holes can also be treated as simple cross-over networks. However, it is more accurate to utilize measurements of tone-hole acoustics in the musical acoustics literature and convert the “transmission matrix” description (often used in acoustics) to the traveling-wave formulation by a simple linear transformation. For typical fingerings, the first few open tone holes jointly provide a bore termination [10]. Either the individual tone holes can be modeled as (interpolated) scattering junctions, or the whole ensemble of terminating tone holes can be modeled in aggregate using a single reflection and transmission filter, like the bell model. Digital waveguide models of tone holes are elaborated further in [164, 198]. For simple practical implementations, the bell model can be used unchanged for all tunings, as if the bore were being cut to a new length for each note and the same bell were attached.

The reed mouthpiece is controlled primarily by mouth pressure, \( p_m \). The reed is modeled as a signal- and embouchure-dependent nonlinear reflection coefficient terminating the bore. Such a model is possible because the reed mass is neglected [140]. The player’s embouchure controls damping of the reed, reed aperture width, and other parameters, and these can be implemented as parameters on the contents of the lookup table or nonlinear function, thus modifying the reed’s reflection-coefficient, \( \rho(h^*) \), where \( h^* = \frac{p^+}{2} - \frac{p^-}{2} \). A simple choice of embouchure control is an offset in the reed-table address. Since the main feature of the reed table is the pressure-drop where the reed begins to open, a simple embouchure offset can implement the effect of biting harder or softer on the reed, or changing the reed stiffness. A qualitatively chosen reed table is shown in Fig. 13. Brighter tones are obtained by increasing the curvature of the function as the reed begins to open.

The input mouth pressure is usually summed with a small amount of white noise, corresponding to turbulence. For example, 0.1% is generally used as a minimum, and larger amounts are appropriate during the attack of a note. The turbulence level may also be computed automatically as a function of pressure drop, \( p_o \) and reed-opening geometry [69, 202].

Referring again to Fig. 12, the reflection filter can be as simple as a one-pole lowpass filter with transfer function:

\[
H(z) = \frac{1 + a_1}{1 + a_2 \, z^{-1}}
\]

\[\text{Fig. 13. Simple qualitatively chosen reed table for the digital waveguide clarinet.}\]
where, for example, $a_1 = -0.642$. Further loop filtering occurs as a result of using low-order delay-line interpolation. Simple linear interpolation is often used, but there are better choices [122]. (There need be only one delay line in a practical implementation since the lower delay line of Fig. 12 can be commuted with the reflection filter and combined with the upper delay line, ignoring the path to the output filter since a pure delay of less than a period in the final output sound is inconsequential.) The output filtering can be accomplished by simply adding together the input and output of the (inverting) lowpass filter. However, the output filtering is often left out altogether, since it attenuates the bass response, and such an unfiltered output corresponds loosely to an "internal microphone" inside the bore at the bell. Finally, "legato" note transitions may be managed using two delay-line taps and cross-fading from one to the other during a transition [92, 182].

The Present

Parametric sound synthesis based on physical models of musical instruments is presently an emerging technology in commercial music synthesizers. The Yamaha VLI, introduced in 1994, appears to be the first commercial synthesizer based on digital waveguide models. Korg introduced a related product in 1995. Since then, simplified software-only implementations have appeared, and there is work under way at a number of companies aimed at delivering this kind of sound synthesis to desktop PCs in the near future. Performing electronic musicians are very interested in these methods because they can provide a complete set of intuitive parameters that can be "performed" in real time to give compelling and expressive musical performances.

Model-based audio rendering is also one of several synthesis methods in the structured audio proposal for MPEG-4 digital audio compression [201]. Physical models can be very good at representing specific classes of sound, but they tend to lack generality across all sounds. As a result, when used for audio compression, specific models need to be combined with at least one fully general audio-coding method, such as the perceptually based transform coders used in MPEG-2 [20, 24].

The Future

The kinds of models needed for model-based multimedia audio compression in the future include voice, musical instruments, and sound effects (particularly for video games). In addition to models based on physics, there are more abstract signal models, such as the source-filter paradigm [30] and psychoacoustically motivated parametrizations [163, 189, 201]. In fact, every sound-synthesis technique can be considered to define a kind of signal model. In all cases, the goal is to be able to generate a wide variety of useful sounds from a small set of control parameters. For a review of different kinds of synthesis techniques and their characteristics, see [18, 160, 180, 201].

Since model-based compression requires the ability to transmit the models themselves in advance of the encoded bit stream, and since no single model can efficiently handle all sounds, future audio-compression standards such as MPEG-4 must support arbitrary synthesis models, without giving up decoding efficiency, and without compromising software security. An excellent solution to these conflicting desires is provided by the unit-generator paradigm for sound synthesis [138, 180]. Unit generators can be thought of as subroutine calls with names like "oscillator," "envelope," "noise," "filter," "mixer," and so on, in a standardized signal-processing library. The unit generators must (1) execute efficiently on the local host (decoder), (2) be combinable to implement any sound-synthesis algorithm, and (3) not be configurable to have side effects outside of their signal outputs (for software security). If there is a secure, locally compilable language, such as Java, it will also be possible to support new unit-generator definitions in the coded bit stream without loss of security.

Conclusions

"Digital waveguide synthesis" was briefly reviewed as an example of emerging practice in sound synthesis based on physical models. It can be considered a descendant of speech models using a sampled traveling-wave representation of the vocal tract [114] as well as time-domain models from the musical acoustics literature [140]. At the present time, some very fine synthesizer voices exist based on this new approach [182]. In the future, we can expect further refinements of the models, producing better and better "virtual acoustic" instruments, including the human voice, as well as completely new instruments such as "bowed pipes" (already supported in the VLI synthesizers). As these models proliferate and improve, they will provide both excellent "virtual instruments" for the performing electronic musician, as well as compact sound-generation specifications for use in compressed audio formats for multimedia.

Professional and Consumer Gear: Hardware & Software

Mark Kahn, Rutgers University, CAIP Center

The story of professional and consumer gear for audio is both long and glorious; in this short review, we can only skim the highlights of the past 50 years with an
eye toward the use of DSP technology in the future improvements. Recent developments in signal processing have been made possible by developments in digital technology. In considering the advance of computer technology, one must remember it is not only the advance in computing but also advances in storage that make our present audio equipment possible.

The Past

In 1947, vinyl recordings were destructively readout and amplified by high-voltage electronic devices encased in glass. The recent development of oxidized tape as a recording medium would eventually revolutionize professional recording. Furthermore, the exploitation of the newly invented transistor would dramatically reduce the size of amplifiers and analog signal-processing hardware.

The 1950s saw the increasing use of the transistor in both professional and consumer audio electronics. The reduction in power consumption as well as heat production made the first portable transistor radio possible. Les Paul experimented with multiple track recording in the mid-1950s. 1957 saw the introduction of commercial stereo recordings (although Blumlein proposed them in 1931). Stereo FM broadcasting was introduced in 1961 [55].

In the early 1960s, building on the large body of work on loudspeaker modeling, Thiele and, later, his student Small, finally put enclosure design on a firm theoretical foundation [38]. This effectively eliminated the “cut-and-try” method of loudspeaker enclosure design. The latter 1960s also saw the modern introduction of the fast Fourier transform and other DSP techniques, including the design and implementation of digital filtering. 1965 also marked the introduction of “Dolby A” noise reduction followed by the introduction of the compact cassette. Robert Moog also introduced his first analog music synthesizer.

But it remained for the computer revolution to bring DSP to audio. The first digital synthesizers were constructed from discrete SSI TTL level components. Beginning in the early 1970s, analog/digital and digital/analog converters were finally reaching toward 16 bits of dynamic range. DSP could be done, albeit not often in real time. The approaching medium-scale-integration (MSI) era would make real-time DSP processors possible, but only if you had the right amount of power and air conditioning. However, this was not an obstacle to audio processing: in the mid-1970s, Stockham showed how DSP could be used to process historical recordings of Caruso [190].

A review of DSP architecture circa 1975 was given by Allen [4]. Further development of DSP processors was critically dependent on the technology of multiplier implementation. The introduction of the TRW 16 by 16 multiplier (MPY16) in 1979 was critical to the development of many real-time DSP machines.

In addition, the increasing miniaturization of electronics resulted in the now famous Sony “Walkman,” which brought two-track tape technology together with the integrated circuit to revolutionize the notion of portable, personal electronic audio devices.

The joint Philips-Sony Compact Disk standard (circa 1981) produced another boom for the audio industry as consumers relegated their vinyl disks and players to back rooms and attics and professionals retooled to provide digital recordings. Initially, all CDs were mastered onto video tape.

In 1981, the introduction of the Texas Instruments TMS320C10 demonstrated that a DSP could be commercially produced. (The earlier DSPs from Western Electric were for a captive telecommunications market). Motorola introduced the 56000 [117] in 1985. The 56000 has been used quite successfully in many digital audio projects because the 24 bits of data provides room for scaling, higher dynamic range, extra security against limit cycles in recursive filters, better filter coefficient quantization and also additional room for dithering. Other positive aspects of the 56000 include memory moves in parallel with arithmetic operations and modular addressing modes. The 56000 was used by the NeXT MusicKit [91] very effectively. AT&T introduced the first widely available commercial floating-point DSP in 1986 [90], which was also used in some audio products.

Custom very-large-scale integration (VLSI) for audio DSP was also developed by many manufacturers for their commercial and professional products. Besides large-volume cost reductions, custom VLSI has the additional advantage that it’s more difficult to reverse engineer and therefore preserves trade secrets. Custom LSI was used by Yamaha in the very popular DX-7 Synthesizer, which used the FM synthesis technique developed by Chowning [32] in 1968. Improvements in digital/analog and analog/digital converter designs (using oversampling delta-sigma architectures [3, 77, 199]) produced improved audio quality at lower cost than the previous generations of successive approximation converters.

The Present

At present, the compact disk (CD) player is a common feature in many homes worldwide. The introduction of recordable CDs makes it is possible to produce a CD master in a home or garage studio.

The new digital video disk (DVD) standard [51] features multichannel audio (Dolby AC-3 [66]) as well as higher sample rates and widths. The MPEG audio standards [20, 24] have found their way into digital audio broadcast (DAB) [198] in Europe. Similar psy-
choacoustic coders [197] were used by Sony in the MiniDisk [129] system. Phillips used a different system in the digital compact cassette (dcc) system [128].

New "multimedia" VLSI processors [1] are now available offering video and sound processing in a single chip. Multichannel AC-3 decoders are also available in single chips. New A/D and D/A converters are offering 24-bit samples and 96 kHz sampling rates. A current review of digital audio system architecture is given by Kahrs [105].

The Infinite Future

Improvements in networking technology, transistor integration, and storage media promise the delivery of extremely high-quality multichannel audio over networks such as the Internet directly to the consumer. Already, audio coders have been available for use on the Internet.

Completely solid-state prototype audio recorders [193] have been built using flash memory as the storage medium and the MPEG coder to save memory bits. It's easy to imagine downloading the most recent multichannel recordings (or live recordings) from a favorite artist to your home or portable and saving the recording on your completely electronic recorder.

The combination of fast networking with powerful, portable, low-power computation and storage promises new audio features for the consumer and the professional. If the past 50 years are any indication, we are in for an exciting time!
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