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SUMMARY This paper overviews a total solution for frequency-domain blind source separation (BSS) of convolutive mixtures of audio signals, especially speech. Frequency-domain BSS performs independent component analysis (ICA) in each frequency bin, and this is more efficient than time-domain BSS. We describe a sophisticated total solution for frequency-domain BSS, including permutation, scaling, circularity, and complex activation function solutions. Experimental results of 2 × 2, 3 × 3, 4 × 4, 6 × 8, and 2 × 2 (moving sources), (#sources × #microphones) in a room are promising.
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1. Introduction

Blind source separation (BSS) [1]–[3] is an approach for estimating source signals by using only the information of mixed signals observed at each input channel. The estimation is performed blindly, i.e., without possessing information on each source, such as its location and active time. Typical examples of such source signals include mixtures of simultaneous speech signals that have been picked up by several microphones. Its potential audio signal applications are mixed in a convolutive manner with reverberations. This makes the BSS problem difficult. We need very long finite impulse response (FIR) filters (e.g., around a thousand taps for 8 kHz sampling) to separate the acoustic signals mixed under such conditions.

Independent component analysis (ICA) [4], [5] is a major statistical tool for dealing with the BSS problem. If signals are mixed instantaneously, we can directly employ an instantaneous ICA algorithm to separate them. However, signals are mixed in a convolutive manner with reverberations. This makes the BSS problem difficult. We need very long finite impulse response (FIR) filters (e.g., around a thousand taps for 8 kHz sampling) to separate the acoustic signals mixed under such conditions.

The first approach is time-domain BSS, where ICA is directly extended to the convolutive mixture model [6]–[11]. This approach is theoretically sound and achieves good separation once an algorithm converges, since the algorithm correctly evaluates the independence of separated signals.

However, an ICA algorithm for convolutive mixtures is not as simple as an ICA algorithm for instantaneous mixtures, and is computationally expensive for long FIR filters because it includes convolution operations.

The second approach is frequency-domain BSS, where complex-valued ICA for instantaneous mixtures is exploited in each frequency bin [12]–[29]. The merit of this approach is that the ICA algorithm remains simple and can be performed separately at each frequency. Also, any complex-valued instantaneous ICA algorithm can be employed with this approach. The computational time for BSS can be reduced by employing a fast algorithm such as FastICA [30], [31], and/or by performing parallel computation for multiple frequency bins. However, the permutation ambiguity of the ICA solution becomes a serious problem. We need to align the permutation in each frequency bin so that a separated signal in the time domain contains frequency components from the same source. This problem is well known as the permutation problem of frequency-domain BSS [12]–[21], [25]–[27], which is the main focus of this paper. Another problem relates to the circularity effect of discrete frequency representation. Frequency responses calculated in the frequency domain assume a periodic time-domain filter for their implementation. However, such a periodic filter is unrealistic, and we usually use its one-period realization for the separation filter. Therefore, the frequency responses should be smoothed so that the one-period realization does not rely on the circularity effect [18], [29]. This paper also discusses this problem.

The third approach uses both the time and frequency domains. In some time-domain BSS methods, convolutions in the time domain are speeded up by the overlap-save method in the frequency domain [10], [32]. Furthermore, in some methods [33]–[35], filter coefficients are updated in the frequency domain while nonlinear functions for evaluating independence are applied in the time domain. The permutation problem does not occur in either case since the independence of separated signals is evaluated in the time domain. Nor does the circularity problem occur when there is an appropriate constraint for filter coefficients [36] by such means as rectangular windowing. However, the algorithm moves back and forth between the two domains at every iteration, spending non-negligible time on discrete Fourier transforms (DFTs) and inverse DFTs. Therefore, we consider that the permutation and circularity problems are inevitable if we hope to benefit from the merits of frequency-domain BSS.
This paper deals with the second approach, i.e., frequency-domain BSS. We begin by formulating the BSS problem for convolutive mixtures in Sect. 2. Section 3 provides an overview of frequency-domain BSS. We then present several important techniques that enable this approach to achieve effective separation of many sources mixed in a reverberant environment. Section 4 discusses complex-valued ICA for instantaneous mixtures. Understanding the separation mechanism of BSS in Sect. 5 greatly helps us to cope with the problem. Section 7 presents a method for solving the permutation problem, which is the most important technique for frequency-domain BSS. To solve the permutation problem, information on source location is very useful. This can be estimated from ICA solutions as shown in Sect. 6. The key point with respect to source localization is that the estimation of the mixing system is easily obtained. This is because the ICA algorithm is just for instantaneous mixtures, and therefore it is straightforward to calculate the (pseudo)-inverse of a separation matrix, which corresponds to the mixing system. This fact also makes it easy to solve the scaling ambiguity as shown in Sect. 8. Section 9 discusses a spectral smoothing technique designed to solve the circularity problem. The experimental results shown in Sect. 10 are very promising. Section 11 concludes this paper.

2. BSS for Convolutive Mixtures

In the case of audio source separation, several sensor microphones are placed in different positions so that each records a mixture of the original source signals at a slightly different time and level. In the real world, where the source signals are speech and the mixing system is a room, the signals that are picked up by the microphones are affected by reverberation. Suppose that $N$ source signals $s_i(t)$ are mixed and observed at $M$ sensors

$$x_j(t) = \sum_{i=1}^{N} \sum_{l} h_{ji}(l) s_i(t-l), \quad j = 1, \ldots, M,$$

where $h_{ji}(l)$ represents the impulse response from source $i$ to sensor $j$. We assume that the number of sources $N$ is known or can be estimated in some way (e.g., by [37]), and the number of sensors $M$ is more than or equal to $N$ ($N \leq M$).

The separation system typically consists of a set of FIR filters $w_{ij}(l)$ of length $L$ to produce $N$ separated signals

$$y_i(t) = \sum_{j=1}^{M} \sum_{l=0}^{L-1} w_{ij}(l) x_j(t-l), \quad i = 1, \ldots, N$$

at the outputs. The separation filters are estimated so that the separated signals become mutually independent. The separation filters $w_{ij}(l)$ should be obtained blindly, i.e., without knowing $s_i(t)$ or $h_{ji}(l)$.

A two-input, two-output convolutive BSS problem, i.e., $N = M = 2$, is shown in Figs. 1 and 2. It is assumed that the source signals $s_1$ and $s_2$ are mutually independent. This assumption usually holds for sounds in the real world. There are two microphones which pick up the mixed speech. Only the observed signals $x_1$ and $x_2$ are available, and they are correlated. The goal is to adapt the separation systems $w_{ij}$ and to extract $y_1$ and $y_2$ so that they are mutually independent. With this operation, we can obtain $s_1$ and $s_2$ in the output $y_1$ and $y_2$. No information is needed on the source positions or period of source existence/absence. Nor is any information on the mixing systems $h_{ji}(l)$ required. Thus, this task is called blind source separation.

Figure 3 shows a block diagram of BSS. The ideal goal of BSS is to separate and deconvolve the mixtures $x_j(t)$, and to obtain a delayed version of source $s_i(t)$ at each output $i$. However, this is very difficult if $s_i(t)$ is a colored signal, which is the case when separating natural sounds such as speech [9]. A practical alternative goal [8], [11] is to obtain the convoluted version of a source $s_i(t)$ measured at a sensor $J_i$:

$$y_i(t) = \sum_{j} h_{ji}(l) s_i(t-L-t),$$

where the sensor index $J_i$ can be selected according to each
output $i$. The way used to attain this goal will be discussed in Sect. 8.

3. Overview of Frequency-Domain Approach

Figure 4 shows the flow of frequency-domain BSS. Time-domain signals $x_j(t)$ sampled at frequency $f_s$ are converted into frequency-domain time-series signals $x_j(f, \tau)$ with an $L$-point short-time Fourier transform (STFT):

$$x_j(f, \tau) = \sum_{r=-\frac{L}{2}}^{\frac{L}{2}-1} x_j(\tau + r) \text{win}(r) e^{-j2\pi fr},$$

where $f \in [0, \frac{1}{f_s}, \ldots, \frac{L-1}{f_s}]$ is a frequency, $\text{win}(r)$ is a window that tapers smoothly to zero at each end, such as a Hanning window $\frac{1}{2}(1 + \cos \frac{2\pi r}{L})$, and $\tau$ is a new index representing time.

The remaining operations are performed in the frequency domain. The advantage is that the convolutive mixtures in (1) can be approximated as instantaneous mixtures in each frequency bin:

$$x_j(f, \tau) = \sum_{i=1}^{N} h_{ji}(f) s_i(f, \tau),$$

where $h_{ji}(f)$ is the frequency response from source $i$ to sensor $j$, and $s_i(f, \tau)$ is a frequency-domain time-series signal of $s_i(t)$ obtained by the same operation as (4). The vector notation of the mixing model (5) is

$$x(f, \tau) = \sum_{i=1}^{N} h_i(f)s_i(f, \tau),$$

where $x = [x_1, \ldots, x_M]^T$ is a sensor sample vector and $h_i = [h_{i1}, \ldots, h_{iM}]^T$ is the vector of the frequency responses from source $s_i$ to all $M$ sensors.

To obtain the frequency responses $w_{ij}(f)$ of separation filters $w_{ij}(l)$ in (2), complex-valued ICA

$$y(f, \tau) = W(f)x(f, \tau)$$

is solved, where $y = [y_1, \ldots, y_N]^T$ is a vector of separated signals, $W = [w_1, \ldots, w_N]^H$ is an $N \times M$ separation matrix, $w_i = [w_{i1}, \ldots, w_{iM}]^H$, and $w_{ij} = [W]_{ij}$. The details of the ICA algorithm are discussed in Sect. 4.

Calculating the Moore-Penrose pseudoinverse $W^+$ (reduced to the inverse $W^{-1}$ if $N = M$) of $W$ as

$$[a_1, \ldots, a_N] = W^+,$$

$$a_i = [a_{i1}, \ldots, a_{iM}]^T,$$

is very useful for source localization and scaling alignment, as described in Sects. 6 and 8, respectively. It should be noted that it is not difficult to make $W$ invertible by using an appropriate ICA procedure (for an example, see Sect. 4). By multiplying both sides of (7) by $W^+$, the sensor sample vector $x(\tau)$ is represented by a linear combination of basis vectors $a_1, \ldots, a_N$:

$$x(f, \tau) = \sum_{i=1}^{N} a_i(f)y_i(f, \tau).$$

It is well-known that an ICA solution (7) has permutation and scaling ambiguities: even if we permute the rows of $W(f)$ or multiply a row by a constant, it is still an ICA solution. In matrix notation,

$$W(f) \leftarrow \Lambda(f)P(f)W(f)$$

is also an ICA solution for any permutation $P(f)$ and diagonal $\Lambda(f)$ matrix. Permutation alignment is to decide $P(f)$ so that a time-domain separated signal contains frequency components from the same source. Section 7 presents a method for solving this problem. Scaling alignment is to decide $\Lambda(f)$ so that a time-domain separated signal satisfies the goal (3), as discussed in Sect. 8.

Then, we perform spectral smoothing so that a time-domain separation filter tapers smoothly to zero at each end. This is typically achieved by multiplying the time-domain filter by a Hanning window, which is equivalent to smoothing the frequency-domain separation matrices as

$$W(f) \leftarrow \frac{1}{4} [W(f - \Delta f) + 2W(f) + W(f + \Delta f)],$$

where $\Delta f = \frac{f}{L}$ is the difference from the adjacent frequency. However, this smoothing changes the ICA solution and causes an error. Section 9 discusses the error and how to minimize it.

Finally, separation filters $w_{ij}(l)$ are obtained by applying inverse DFT to $w_{ij}(f) = [W(f)]_{lj}$:

$$w_{ij}(l) = \sum_{f \in \{f_0, \frac{1}{2}f_0, \ldots, \frac{1}{2}f_s\}} w_{ij}(f)e^{j2\pi f(l - \frac{1}{2})},$$

where $l = 0, \ldots, L-1$. The reason for using $e^{j2\pi f(l - \frac{1}{2})}$ instead of $e^{j2\pi f l}$ is to make the separation filter $w_{ij}(l)$ causal. Then, the separated signals $y_{ij}(t)$ are produced by (2).

4. Complex-Valued ICA

This section discusses how to solve the ICA Eq. (7). One of the advantages of frequency-domain BSS is that we can employ any ICA algorithm for instantaneous mixtures, such as the information maximization approach (InfoMax) [38] combined with the natural gradient [39], FastICA [30], JADE [40], or an algorithm based on the non-stationarity of
signals [41]. Here, we explain a procedure that was shown
to be efficient by the experiments described in Sect. 10. The
procedure consists of the following three steps:
1. Dimension reduction and whitening by eigenvalue de-
   composition
2. ICA by a unitary matrix (FastICA)
3. ICA by InfoMax combined with the natural gradient

The first step performs a linear transformation
\[ z(\tau) = Vx(\tau) \]
for \( M \)-dimensional sensor observations \( x(\tau) \) such that the
dimension of \( z(\tau) \) is reduced (if necessary) to the number of sources \( N \) and \( z(\tau) \) is spatially whitened (sphered), i.e.,
\[ (z(\tau)z(\tau)^H)_\tau = I, \]
where \( I \) is the \( N \times N \) identity matrix. The linear transformation \( V \) is typically obtained by eigenvalue decomposition. Let \( \lambda_1 \geq \ldots \geq \lambda_M \) be sorted eigenvalues
of the spatial correlation matrix \( R = (x(\tau)x(\tau)^H)_\tau \) and
\( e_1, \ldots, e_M \) be their corresponding eigenvectors. Then, the
linear transformation is
\[ V = D^{-1/2}E^H, \]
where \( D = \text{diag}(\lambda_1, \ldots, \lambda_N) \) is the diagonal matrix of the \( N \)
largest eigenvalues, \( E = [e_1, \ldots, e_N] \) is the matrix of their
respective eigenvectors, and \( e_i = [e_{1i}, \ldots, e_{Mi}]^H \).

This step has practical importance for the following two reasons. First, the outputs \( y(\tau) \) of ICA (7) adhere to the signal subspace that is identified by the \( N \) eigenvectors \( e_1, \ldots, e_N \). This means that the following ICA algorithm does not pursue its solution in the noise subspace, which consequently stabilizes the algorithm and also has a noise/reverberation reduction effect [18]. A geometrical interpretation of the dimension reduction is given in [28].

Second, the whitening \( (zz^H)_\tau = I \) is necessary for FastICA, and also provides an efficient convergence for InfoMax even if the step size is constant over all frequency bins.

The second step performs ICA in a constrained form:
\[ y(\tau) = Bz(\tau), \]
where \( B \) is an \( N \times N \) unitary matrix: \( BB^H = I \). This is performed by a complex-valued version of FastICA [30], [31]. It is very efficient because a fairly good solution can be obtained with only several iterations. The efficiency comes from the fact that \( z \) is whitened and \( B \) is unitary. However, there remains room for improving the solution by using another ICA algorithm. One of the reasons is that the output \( y \) of FastICA is whitened \( (y(f, \tau)y(f, \tau)^H)_\tau = I \) and therefore uncorrelated, whereas original sources \( s_1(f, \tau), \ldots, s_N(f, \tau) \) are not always completely uncorrelated with a limited number of samples.

The third step improves the ICA solution obtained so far as an initial value
\[ y(\tau) = Wx(\tau) = BVx(\tau) \]
by employing another ICA algorithm that does not have the unitary constraint. Based on the use of InfoMax combined

with the natural gradient, a separation matrix \( W \) is gradually improved by the learning rule:
\[ W \leftarrow W + \mu [I - \langle\Phi(y(\tau))y(\tau)^H\rangle_\tau]W, \]
where \( \mu \) is a step-size parameter. \( \Phi(y) = [\Phi(y_1), \ldots, \Phi(y_N)]^T \) is an element-wise nonlinear function defined by
\[ \Phi(y_\tau) = -\frac{\partial}{\partial y_\tau} \log p(y_\tau), \]
where \( p(y_\tau) \) is the probability density function (pdf) of a complex-valued signal \( y_\tau = |y_\tau| e^{j\text{arg}(y_\tau)}. \) Since \( y_\tau \) is a frequency-domain signal whose phase can be shifted arbitrarily by shifting the STFT window position (4), a feasible assumption is that the pdf is independent of the phase \( p(y_\tau) = \alpha \cdot p(|y_\tau|), \) where \( \alpha \) is a constant. This assumption reduces (13) to
\[ \Phi(y_\tau) = \varphi(|y_\tau|) e^{j\text{arg}(y_\tau)}, \]
\[ \varphi(|y_\tau|) = -\frac{\partial}{\partial |y_\tau|} \log p(|y_\tau|). \]

If we assume the Laplacian distribution \( p(|y_\tau|) = \frac{1}{2\sigma} e^{-|y_\tau|/\sigma} \), which is typical for speech modeling, we have \( \varphi(|y_\tau|) = 1 \) and thus a simple nonlinear function
\[ \Phi(y_\tau) = e^{j\text{arg}(y_\tau)} e^{j\text{arg}(y_\tau)}. \]
A nonlinear function of the form (14) has a better convergence property [22] than one where the nonlinearity
is applied separately to the real and imaginary parts of a complex-valued signal \( y_\tau \).

5. Separation Mechanism of BSS

The mechanism of BSS based on ICA has been shown to be equivalent to that of an adaptive microphone array system, i.e., \( N \) sets of adaptive beamformers (ABFs) with an adaptive null directivity aimed in the direction of unnecessary sounds [23], [24]. From the equivalence between BSS and ABF, it becomes clear that the physical behavior of BSS reduces the jammer signal by making a spatial null toward
the jammer, and extract the target.

The separation performance of BSS is compared with that of ABF. Figure 5 shows the directivity patterns obtained by BSS and ABF. In Fig. 5, (a) and (b) show directivity patterns by \(\mathbf{W}\) obtained by BSS, and (c) and (d) show directivity patterns by \(\mathbf{W}\) obtained by ABF. When \(T_R = 0\), a sharp spatial null is obtained by both BSS and ABF [see Figs. 5(a) and (c)]. When \(T_R = 300\) ms, the directivity pattern becomes duller for both BSS and ABF [see Figs. 5(b) and (d)].

BSS can be regarded as an intelligent version of ABF in the sense that it can adapt without any information on the source positions or period of source existence/absence [1].

6. Source Localization

This section presents a source localization method by analyzing the ICA solution (7) or equivalently (10). The information on source locations can be used to solve the permutation problem, as described in the next section. Many source localization methods have been proposed. A widely used method is MUSIC (MULTiple Signal Classification) [42], which employs subspace analysis with second-order statistics. The ICA-based method, on the other hand, employs higher-order statistics (or multiple second-order statistics). The ICA-based method has certain advantages over the subspace-based method [43].

The source localization technique that employs ICA is a by-product of research on frequency-domain BSS. Direction-of-arrival (DOA) estimation methods [19]–[21] have been proposed that are based on beamforming theory [44]. They calculate directivity patterns as shown in Fig. 5 from the separation matrix \(\mathbf{W}\), and then search the null directions, which correspond to the directions of sources [24]. However, it is simpler and more effective to estimate the directions directly from the basis vectors \(\mathbf{a}_i\), which are given by the pseudoinverse of \(\mathbf{W}\). The source localization method [25]–[27], [43] presented in this section is based on this idea. Such an idea was taken for granted in research on blind identification [45], [46], where the mixing system is estimated directly.

6.1 Basic Theory of Nearfield Model

Let us assume a mixing model that is suitable for source localization. Although the mixing model (1) in the time domain is a multi-path mixing model, we approximate the frequency response \(h_{ij}(f)\) in (5) with a nearfield (direct-path) model (Fig. 6):

\[
h_{ij}(f) \approx \frac{1}{\|\mathbf{q}_i - \mathbf{p}_j\|} e^{i2\pi fc^{-1}\|\mathbf{q}_i - \mathbf{p}_j\|/\|\mathbf{q}_i\|},
\]

where \(\mathbf{p}_j\) and \(\mathbf{q}_i\) are 3-dimensional vectors representing the locations of sensor \(j\) and source \(i\), respectively, and \(c\) is the propagation velocity of the signals. We assume that the amplitude is attenuated based on the distance \(\|\mathbf{q}_i - \mathbf{p}_j\|\). We also assume that the phase depends on the difference between the distances \(\|\mathbf{q}_i - \mathbf{p}_j\| - \|\mathbf{q}_i\|\) from the source to the sensor and to the origin \(\mathbf{o} = [0, 0, 0]^T\). This makes the phase zero at the origin. If the phase \(2\pi fc^{-1}(\|\mathbf{q}_i - \mathbf{p}_j\| - \|\mathbf{q}_i\|)\) is outside the range \((-\pi, \pi)\), this model suffers from spatial aliasing. Therefore, the model is feasible as long as the condition

\[
f < \frac{c}{2 \cdot (\|\mathbf{q}_i - \mathbf{p}_j\| - \|\mathbf{q}_i\|)}
\]

is satisfied.

The ICA-based source localization discussed in this section estimates the location \(\mathbf{q}_i\) of source \(i\) from information on sensor locations \(\mathbf{p}_j\) and the separation matrix \(\mathbf{W}(f)\) obtained by ICA (7). Let us assume here that the decomposition (10) of observations \(\mathbf{x}(f, \tau)\) has been obtained in each frequency bin by the pseudoinverse of \(\mathbf{W}(f)\). By comparing (6) and (10), we observe the following fact. If the ICA algorithm works well and the outputs \(y_1, \ldots, y_N\) are estimations of the mixing vectors \(\mathbf{h}_1, \ldots, \mathbf{h}_N\) up to the permutation and scaling ambiguity.

Following the model (16), the ratio between two elements \(a_{ji}, a_{j\ell}\) of the same basis vector \(\mathbf{a}_i\) provides the key equation for source localization:

\[
\frac{a_{ji}}{a_{j\ell}} = \frac{\alpha_i h_{ji}}{\alpha_j h_{j\ell}} = \frac{\|\mathbf{q}_i - \mathbf{p}_j\|}{\|\mathbf{q}_i - \mathbf{p}_\ell\|} e^{i2\pi fc^{-1}\|\mathbf{q}_i - \mathbf{p}_j\|/\|\mathbf{q}_i\|},
\]

where the scaling ambiguity \(\alpha_i\) is canceled out by calculating the ratio. The permutation ambiguity still remains. However, if we estimate the location \(\mathbf{q}_i\) for all \(i = 1, \ldots, N\), the set of all estimated locations does not depend on the permutation.

With respect to the phase differences, the set of vectors \(\mathbf{q}_i\) in the argument of (17),

\[
\|\mathbf{q}_i - \mathbf{p}_j\| - \|\mathbf{q}_i - \mathbf{p}_\ell\| = \frac{\arg(a_{ji}/a_{j\ell})}{2\pi fc^{-1}},
\]

defines a surface where the difference between the distances from \(\mathbf{p}_j\) and \(\mathbf{p}_\ell\) is constant. The surface is one sheet of a two-sheet hyperboloid.

Alternatively, with respect to the level differences, the set of vectors \(\mathbf{q}_i\) in the modulus of (17),

\[
\frac{\|\mathbf{q}_i - \mathbf{p}_j\|}{\|\mathbf{q}_i - \mathbf{p}_\ell\|} = \frac{a_{ji}}{a_{j\ell}},
\]

Fig. 6 Nearfield (direct-path) model.
defines a sphere where the ratio of the distances from \( p_j \) and \( p_{j'} \) is constant. Therefore, with these two Eqs. (18) and (19), we can estimate the possible location \( q_i \) of source \( s_i \). Such hyperboloid and sphere are defined by a pair of sensors \( j \) and \( j' \). If we select another pair of sensors, a different hyperboloid and sphere are obtained. In this way, the location \( q_i \) is estimated as the intersection of several hyperboloids and spheres. An example is shown in Fig. 7.

### 6.2 DOA Estimation with Farfield Model

Although it is useful to estimate a 3-dimensional location, calculating the intersections of hyperboloids and spheres is computationally demanding. In many cases it is sufficient to estimate just the direction-of-arrival (DOA) of source \( s_i \). If we assume the source location \( q_i \) is far from sensors \( p_j \) and \( p_{j'} \), (18) can be approximated as a farfield model (Fig. 8):

\[
(p_j - p_{j'})^T \frac{q_i}{\|q_i\|} = \frac{\arg(a_{ji}/a_{j'i})}{2\pi fc^{-1}},
\]

and the cosine of angle \( \theta_{ij} \) between the two vectors \( q_i \) and \( p_j - p_{j'} \) can be calculated as

\[
\cos \theta_{ij} = \frac{(p_j - p_{j'})^T q_i}{\|p_j - p_{j'}\| \cdot \|q_i\|} = \frac{\arg(a_{ji}/a_{j'i})}{2\pi fc^{-1}\|p_j - p_{j'}\|}.
\]

The set of vectors \( q_i \) that satisfy (20) represents a cone

\[
D \frac{q_i}{\|q_i\|} = \frac{r_i}{2\pi fc^{-1}},
\]

where

\[
D = [p_{j1} - p_{j'1}, \ldots, p_{j_u} - p_{j'u}]^T,
\]

\[
r_i = [\arg(a_{j1}/a_{j'1}), \ldots, \arg(a_{jui}/a_{j'u})]^T.
\]

In practical situations, there is no exact solution for (22) because the \( u \) conditions do not coincide exactly. Therefore, we typically solve it in the least-square sense by using the Moore-Penrose pseudoinverse [27]:

\[
\frac{q_i}{\|q_i\|} = (D^T D)^{-1} D^T r_i.
\]

If \( \text{rank}(D) \geq 3 \), the set of vectors \( q_i \) that satisfy (23) represents a line in 3-dimensional space, which represents the DOA of a source \( i \).

The upper photo in Fig. 9 shows the case where eight microphones and three loudspeakers are arranged 3-dimensionally, and the lower plot shows the DOA estimation results for this case. Each point shows a location vector
\( \mathbf{q}(f) \) that is normalized to unit norm \( \mathbf{q}(f) \leftarrow \frac{\mathbf{q}(f)}{||\mathbf{q}(f)||} \). The estimations are obtained for all frequencies \( f \) and all output indexes \( i \). As shown in the plot, they form clusters, each of which corresponds to the location of each source.

If the sensor and source locations are limited to a 2-dimensional plane, the dimensionality of location vectors, such as \( \mathbf{p}_i \) and \( \mathbf{q}_i \), can be reduced to two. In this case, rank(\( \mathbf{D} \)) \( \geq 2 \) is sufficient to reach a solution in (23). Moreover, the DOA of source \( i \) can be represented simply by the angle \( \theta_i \) that satisfies

\[
\mathbf{q}_i = [\cos(\theta_i), \sin(\theta_i)]^T, \quad -180^\circ < \theta_i \leq 180^\circ.
\] (24)

Figure 15 shows the case where the sensor and source locations are limited to 2-dimensions. The DOA estimations in this case are shown in Figs. 16 and 17.

If the sensors are arranged linearly and the potential source location is in a 2-dimensional half-plane, which is to one side of the sensor arrangement line, the angle \( \theta_i^{jj} \) (\( 0^\circ \leq \theta_i^{jj} \leq 180^\circ \)) by (21) provides sufficient information on the source location. For example, Fig. 13 shows DOA estimation results for such a case with the conditions shown in Fig. 12.

### 7. Permutation Alignment

This section discusses how to solve the permutation problem. Various methods have already been proposed. With reference to the ICA Eq. (7) as well as to the decomposition (10) of observations \( \mathbf{x}(f, \tau) \), we classify these methods into four categories based on the following strategies:

1. Applying an operation to the separation matrix \( \mathbf{W}(f) \).
2. Utilizing the information on the separation matrix \( \mathbf{W}(f) \) itself.
3. Utilizing the information on the basis vectors \( \mathbf{a}_1(f), \ldots, \mathbf{a}_i(f) \).
4. Utilizing the information on the separated signals \( y_1(f, \tau), \ldots, y_N(f, \tau) \).

The operation of the first strategy basically involves smoothing the separation matrices in the frequency domain. This has been realized by reducing the filter length by rectangular windowing in the time domain [10], [13]–[15], or by averaging the separation matrices with adjacent frequencies [13]. However, this operation makes the separation matrices \( \mathbf{W}(f) \) different from the ICA solution (7), which may have a detrimental effect on the separation performance. A possible way to solve this problem is to interleave the ICA update, e.g., (12), and this operation until convergence. In this sense, this strategy is related to the third approach to BSS discussed in the Introduction.

The second category includes the beamforming approach [19]–[21], where the directivity patterns formed by the separation matrix are analyzed to identify the DOA of each source. The third category includes an approach that utilizes the results of source localization with the basis vectors [25]–[27], [46]. The theory and operation for source localization were discussed in Sect. 6. These two approaches from the second and the third categories utilize basically the same information because the separation matrix \( \mathbf{W}(f) \) and the basis vectors \( \mathbf{a}_1(f), \ldots, \mathbf{a}_N(f) \) are directly connected by the pseudoinverse operation (8). However, the information used in the third category is easier to handle since it directly represents the mixing system (6). The last category includes an approach that employs the inter-frequency correlations of output signal envelopes [16], [17]. This is particularly effective for a non-stationary signal such as speech.

In the next two subsections, we explain the approaches of the third and the fourth categories, respectively. Since these two approaches have different but complementary characteristics, integrating them is a good way to pursue a better solution to the permutation problem [25]. Subsection 7.3 presents a method that effectively integrates the two approaches to solve the permutation problem in a better way. In the following subsections, let \( \Pi_f \) be a permutation corresponding to the inverse \( \mathbf{P}^{-1}(f) \) of the permutation matrix of (11). The permutation problem can be formulated to obtain \( \Pi_f \) for every frequency \( f \), which is a mapping from source index \( k \) to output index \( i \):

\[
i = \Pi_f(k).
\]

#### 7.1 Localization Approach

The basic idea of this approach is to estimate the locations of sources and then cluster them to decide the permutation. ICA-based source localization (Sect. 6) estimates the location \( \mathbf{q}_i(f) \) of a source that corresponds to the \( i \)-th basis vector \( \mathbf{a}_i(f) \) for each frequency \( f \). Let the following function \textit{localize} estimate the location in this way:

\[
\mathbf{q}_i(f) = \text{localize}(f, \mathbf{a}_i(f)).
\]

If just the DOA estimation is adequate, the location vector \( \mathbf{q}_i(f) \) should be normalized to the unit norm \( \mathbf{q}_i(f) \leftarrow \frac{\mathbf{q}_i(f)}{||\mathbf{q}_i(f)||} \). If the locations of sensors and sources are limited to a 2-dimensional plane, we simply obtain \( \theta_i(f) \) that satisfies (24) as a DOA estimation.

Then, we employ a clustering algorithm to find \( N \) clusters \( C_1, \ldots, C_N \) formed by estimated locations \( \mathbf{q}_i(f) \) or \( \theta_i(f) \). Each \( C_k \) corresponds to the location of source \( k \). Let the following function \textit{clustering} perform clustering for all of the estimated locations \( \mathbf{q}_i(f) \) and return the centroid \( \mathbf{c}_k \) and the variance \( \sigma_k^2 \) of each cluster \( C_k \):

\[
[\mathbf{c}_1, \sigma_1, \ldots, \mathbf{c}_N, \sigma_N] = \text{clustering}(\mathbf{q}, \mathbf{q}_1(f), \ldots, \mathbf{q}_N(f)),
\]

\[
\mathbf{c}_k = \frac{\sum_{\mathbf{q} \in C_k} \mathbf{q}}{|C_k|},
\]

\[
\sigma_k^2 = \frac{\sum_{\mathbf{q} \in C_k} ||\mathbf{q} - \mathbf{c}_k||^2}{|C_k|},
\]

where \( |C_k| \) is the number of vectors in the cluster. The optimization criterion for clustering is to minimize the total sum \( \sum_{k=1}^N \sigma_k^2 \) of the variances. This optimization is efficiently
performed with the k-means clustering algorithm \[47\]. Once we have \(N\) clusters, permutations for all frequencies \(f\) can be decided by

\[
\Pi_f = \arg\min_\Pi \sum_{k=1}^N \| c_k - q_{\Pi(k)}(f) \|^2. \tag{25}
\]

The advantage of this source localization approach is that it is very simple to decide the permutation \(\Pi_f\) for each frequency once the centroids of \(N\) clusters are obtained. However, the downside of this approach is that the estimated locations or DOAs, and thus the permutations \(\Pi_f\) are not accurate for some frequencies. Such situations typically happen at low frequencies, where the phase difference caused by the sensor spacing is very small, as shown in Fig. 13.

### 7.2 Correlation Approach

This subsection presents an approach to permutation alignment based on the inter-frequency correlation of separated signals. The correlation should be calculated for the amplitude \(|y_i(f, \tau)|\) or (log-scaled) power \(|y_i(f, \tau)|^2\) of separated signals. The correlation of raw complex-valued signals \(y_i(f, \tau)\) would be very low due to the STFT property. Here, we use the amplitude (so-called envelope)

\[
v_i^f(\tau) = |y_i(f, \tau)|
\]

of a separated signal \(y_i(f, \tau)\). The correlation of two sequences \(x(\tau)\) and \(y(\tau)\) is usually calculated by the correlation coefficient

\[
\text{cor}(x, y) = (\mu_x \cdot y - \mu_x \cdot \mu_y)/(\sigma_x \cdot \sigma_y),
\]

where \(\mu_x\) is the mean and \(\sigma_x\) is the standard deviation of \(x\). Based on this definition, \(\text{cor}(x, x) = 1\), and \(\text{cor}(x, y) = 0\) if \(x\) and \(y\) are uncorrelated.

Envelopes have high correlations at neighboring frequencies if separated signals correspond to the same source signal. Figure 10 shows an example. Two envelopes \(v_1^{1562}\) and \(v_1^{1566}\), as well as \(v_2^{1562}\) and \(v_2^{1566}\), are highly correlated. Thus, calculating such correlations helps us to align permutations.

A simple criterion for deciding \(\Pi_f\) is to maximize the sum of the correlations between neighboring frequencies within distance \(\delta\):

\[
\Pi_f = \arg\max_{\Pi} \sum_{|f - \bar{f}| \leq \delta} \text{cor}(v_i^f, v_i^\bar{f}). \tag{26}
\]

where \(\Pi_f\) is the permutation at frequency \(f\). This criterion is based on local information and has a drawback in that mistakes in a narrow range of frequencies may lead to the complete misalignment of the frequencies beyond the range.

To avoid this problem, the method in \[17\] does not limit the frequency range in which correlations are calculated. It decides permutations one by one based on the criterion

\[
\Pi_f = \arg\max_{\Pi} \sum_{i=1}^N \left\{ \text{cor}^T(\tau_i, \tau_i) \sum_{g \in F} \text{cor}(v_i^f, v_g^\bar{f}) \right\}, \tag{27}
\]

where \(F\) is a set of frequencies in which the permutation is decided. This method assumes high correlations of envelopes even between frequencies that are not close neighbors. This assumption is not satisfied for all pairs of frequencies, e.g., \(v_1^{1566}\) and \(v_1^{3516}\) in Fig. 10 do not have a high correlation. Therefore, this method still has the drawback of permutations possibly being misaligned at many frequencies.

If a source signal has a harmonic structure, as in the case of speech, there are strong correlations between the envelopes of a fundamental frequency \(f\) and its harmonics \(2f, 3f, \ldots\). Therefore, maximizing the correlation among harmonics is another idea for permutation alignment \[25\]:

\[
\Pi_f = \arg\max_{\Pi} \sum_{i=1}^N \sum_{g \in H(f)} \text{cor}(v_i^f, v_i^g). \tag{27}
\]

where \(H(f)\) provides a set of harmonic frequencies of \(f\). The permutation accuracy improves if we take the signal’s harmonic structure into consideration. However, maximizing (26) and (27) simultaneously is not very straightforward and is computationally expensive.

### 7.3 Integrated Method

This subsection presents a method that integrates the two approaches discussed in the last two subsections. The intention behind this integration is to solve the permutation problem robustly and precisely. Let us review the characteristics of the above two approaches.

- **robustness**: The localization approach is robust since a misalignment at one frequency does not affect other frequencies. The correlation approach is not robust since a misalignment at one frequency affects the results of other frequencies and may cause consecutive misalignments.
- **preciseness**: The localization approach is not precise
since the evaluation is based on a direct-path approximation (16) of the mixing system. The correlation approach is precise as long as signals are well separated by ICA, since the measurement is based on the separated signals themselves.

To benefit from both advantages, namely the robustness of the localization approach and the preciseness of the correlation approach, the integrated method first decides permutations with the localization approach and then refines the solution with the correlation approach. An implementation of the integrated method consists of the following four steps [25]:

1. Decide the permutations by the localization approach (25) at certain frequencies where the confidence of source localization is sufficiently high.
2. Decide the permutations based on neighboring correlations (26) as long as the criterion gives a clear-cut decision.
3. Decide the permutations at certain frequencies where the correlation among harmonics (27) is sufficiently high.
4. Decide the permutations for the remaining frequencies based on neighboring correlations (26).

The key to the first step is fixing a permutation only if the confidence is high if the squared distance between an estimated location and its corresponding centroid is smaller than the variance, i.e., \( \| c_2 - q_{\text{ICM}}(f) \| \leq \sigma^2 \). In the second step, permutations are decided one by one for the frequency \( f \) where the sum of the correlations with fixed frequencies \( g \in F \) within distance \( |g - f| \leq \delta \) is the maximum. This is repeated as long as the maximum correlation sum is larger than a threshold \( t_{\text{cor}} \). In the third step, the permutations are decided for frequencies \( f \) where the sum of the correlations among harmonics is larger than a threshold \( t_{\text{har}} \). The last step decides the permutations for the remaining frequencies with the same criterion as the second step.

Let us discuss the advantages of the integrated method. The main advantage is that it does not cause a large misalignment as long as the permutations fixed by the localization approach are correct. Moreover, the correlation part compensates for the lack of preciseness of the localization approach. The correlation part consists of three steps (step 2,3,4) for two reasons. First, the harmonics part works well if most of the other permutations are fixed. Second, the method becomes more robust by quitting step 2 if there is no clear-cut decision. With this structure, we can avoid fixing the permutations for consecutive frequencies without high confidence. As shown in the experimental results (Sect. 10), this integrated method is effective in separating many sources.

8. Scaling Alignment

The scaling ambiguity \( \mathbf{A}(f) \) in (11) is easily solved by calculating the (pseudo)-inverse of a separation matrix \( \mathbf{W}(f) \) [8],

![Fig. 11 Impulse responses \( u_{ik}(l) \) obtained with periodic filters (above) and with their one-period realization (below).](image)

[17]. The frequency-domain counterpart of the BSS goal (3) is

\[
y_i(f, \tau) = h_{ji}(f) x_i(f, \tau),
\]

where \( J_i \) can be selected according to each output \( i \) but should be the same for all frequencies \( f \). Let us assume that the ICA and the permutation problem have been solved. Then the \( \mathbf{a}_i \) term in (10) is close to the \( \mathbf{h}_i \) term in (6):

\[
\mathbf{h}_i(f) x_i(f, \tau) \approx \mathbf{a}_i(f) y_i(f, \tau).
\]

By substituting (28) into (29), we have the condition for scaling alignment:

\[
\mathbf{h}_i(f) \approx \mathbf{a}_i(f) h_{ji}(f) \Leftrightarrow a_{ji}(f) \approx 1.
\]

This condition, i.e., \( a_{ji}(f) = 1 \), is attained by

\[
\mathbf{W}(f) \leftarrow \mathbf{A}(f) \mathbf{W}(f),
\]

\[
\mathbf{A}(f) = \text{diag}(a_{11}(f), \ldots, a_{lN}(f)),
\]

where \( a_{ji}(f) = [\mathbf{W}^*(f)]_{ji} \) is an element of the pseudoinverse of \( \mathbf{W}(f) \).

9. Spectral Smoothing

The frequency-domain BSS described in this paper is influenced by the circularity of discrete frequency representation. The circularity refers to the fact that frequency responses sampled at \( L \) points with an interval \( f_s/L \) (\( f_s \): sampling frequency) represent a periodic time-domain signal whose period is \( L/f_s \). Since this filter is unrealistic, we usually use its one-period realization. However, such one-period filters may cause a problem. Figure 11 shows impulse responses from a source \( s_i(t) \) to an output \( y_i(t) \) defined by (39). Responses on the left \( u_{11}(l) \) correspond to the extraction of a target signal, and those on the right \( u_{ls}(l) \) correspond to the suppression of an interference signal. The upper responses are obtained with infinite-length filters, and the lower ones with one-period filters. We can see that the one-period filters create spikes, which distort the target signal and degrade
the separation performance. Note that these spikes are inevitable in the frequency-domain BSS since we have an ICA solution in the frequency domain.

9.1 Windowing

To solve this problem, we need to control the frequency responses \( w_{ij}(f) \) so that the corresponding time-domain filter \( w_{ij}(l) \) does not rely on the circularity effect whereby adjacent periods work together to perform some filtering. The most widely used approach is spectral smoothing, which is realized by multiplying a window \( g(l) \) that tapers smoothly to zero at each end, such as a Hanning window \( g(l) = \frac{1}{2}(1 + \cos \frac{2\pi l}{L}) \). This makes the resulting time-domain filter \( \tilde{w}_{ij}(l) = g(l) \) fit length \( L \) and have small amplitude around the ends [18]. As a result, the frequency responses \( \tilde{w}_{ij}(f) \) are smoothed as

\[
\tilde{w}_{ij}(f) = \sum_{\phi=0}^{f-\Delta f} g(\phi) w_{ij}(f-\phi),
\]

where \( g(f) \) is the frequency response of \( g(l) \) and \( \Delta f = \frac{f_l}{L} \). If a Hanning window is used, the frequency responses are smoothed as

\[
\tilde{w}_{ij}(f) = \frac{1}{4} \left[ w_{ij}(f-\Delta f) + 2w_{ij}(f) + w_{ij}(f+\Delta f) \right],
\]

since the frequency responses \( g(f) \) of the Hanning window are \( g(0) = \frac{1}{2}, g(\Delta f) = g(f, -\Delta f) = \frac{1}{4} \), and zero for the other frequency bins.

The windowing successfully eliminates the spikes. However, it changes the frequency response from \( w_{ij}(f) \) to \( \tilde{w}_{ij}(f) \) and causes an error. Let us evaluate the error for each row \( \tilde{w}(f) = [\tilde{w}_{1M}(f), \ldots, \tilde{w}_{M}(f)]^T \) of the ICA solution \( \tilde{W}(f) \). The error is

\[
e(f) = \min_{\alpha_i} [\tilde{w}(f) - \alpha_i w(f)]
\]

\[
= \tilde{w}(f) - \tilde{w}(f) \frac{h^T w(f)}{||w(f)||^2} w(f),
\]

where \( \tilde{w}(f) = [\tilde{w}_{11}(f), \ldots, \tilde{w}_{MM}(f)]^T \) and \( \alpha_i \) is a complex-valued scalar representing the scaling ambiguity of the ICA solution. The minimization \( \min_{\alpha_i} \) is based on least-squares, and can be represented by the projection of \( \tilde{w}(f) \) to \( w(f) \). We can evaluate the error for the Hanning window case by substituting (30) for \( \tilde{w}(f) \) of (31):

\[
e(f) = \frac{1}{4} \left[ e_i^-(f) + e_i^+(f) \right],
\]

where

\[
e_i^-(f) = w_i(f-\Delta f) - \frac{w_i(f-\Delta f)^H w_i(f)}{||w_i(f)||^2} w_i(f),
\]

\[
e_i^+(f) = w_i(f+\Delta f) - \frac{w_i(f+\Delta f)^H w_i(f)}{||w_i(f)||^2} w_i(f).
\]

This \( e_i^- \) (or \( e_i^+ \)) represents the difference between two vectors \( w_i(f) \) and \( w_i(f-\Delta f) \) (or \( w_i(f+\Delta f) \)). Since these differences are usually not very large, the error \( e_i^- \) does not seriously affect the separation if we use a Hanning window for spectral smoothing.

9.2 Minimizing Error by Adjusting Scaling Ambiguity

Even if the error caused by the windowing is not very large, the separation performance is improved by minimizing the error [29]. The minimization is performed by adjusting the scaling ambiguity of the ICA solution before the windowing. Let \( d_i(f) \) be a complex-valued scalar for the scaling adjustment:

\[
w_i(f) \leftarrow d_i(f) w_i(f).
\]

We want to find \( d_i(f) \) such that the error (31) is minimized. The scalar \( d_i(f) \) should be close to 1 to avoid any great change in the predetermined scaling. Thus, an appropriate total cost to be minimized is

\[
J = \sum_f J_i(f) = ||\tilde{e}(f)||^2 - \beta ||d||^2,
\]

where \( \beta \) is a parameter indicating the importance of maintaining the predetermined scaling. With the Hanning window, the error after the scaling adjustment is easily calculated by substituting (35) for (32):

\[
e_i(f) = \frac{1}{4} \left[ d_i(f-\Delta f)e_i^-(f) + d_i(f+\Delta f)e_i^+(f) \right],
\]

where \( e_i^- \) and \( e_i^+ \) are defined in (33) and (34), respectively.

The minimization of the total cost can be performed iteratively by

\[
d_i(f) = d_i(f) - \mu \frac{\partial J}{\partial d_i(f)}
\]

with a small step-size \( \mu \). With the Hanning window, the gradient is

\[
\frac{\partial J}{\partial d_i(f)} = \frac{\partial J_i(f-\Delta f) + \partial J_i(f+\Delta f)}{\partial d_i(f)} + \partial J_i(f) - \beta d_i(f) - 1
\]

\[
= \frac{e_i(f-\Delta f)^H e_i^-(f-\Delta f) + e_i(f+\Delta f)^H e_i^+(f+\Delta f)}{8 ||w_i(f)||^2}
\]

\[
+ 2\beta d_i(f) - 1.
\]

With equations from (36) to (38), we can optimize the scalar \( d_i(f) \) for the scaling adjustment, and minimize the error caused by the spectral smoothing (30) with the Hanning window.

10. Experimental Results

The performance of BSS is evaluated by a signal-to-interference ratio (SIR), which is the power ratio between the target component and the interference components. Let \( u_{di}(l) \) be the impulse responses from source \( s_i(t) \) to separated signal \( y_i(t) \):
Table 1  Separation performance with linear array.

<table>
<thead>
<tr>
<th>#sources / position</th>
<th>2 / a c</th>
<th>3 / a b d</th>
<th>4 / a b c d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral smoothing</td>
<td>no yes</td>
<td>no yes</td>
<td>no yes</td>
</tr>
<tr>
<td>Average SIR at microphones (dB)</td>
<td>0.1</td>
<td>-2.9</td>
<td>-4.6</td>
</tr>
<tr>
<td>Average SIR of output (dB)</td>
<td>20.1</td>
<td>22.3</td>
<td>14.7</td>
</tr>
<tr>
<td>Execution time (s)</td>
<td>5.2</td>
<td>5.2</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Fig. 12  Experimental conditions with linear array.

Fig. 13  DOA estimations by (21) with four sources.

\[ u_{ik}(l) = \sum_{j=1}^{M} \sum_{\tau=0}^{L-1} w_{ij}(\tau) h_{jk}(l-\tau). \]  

Then, the SIR of output \( i \) is calculated as

\[ \text{SIR}_i = 10 \log_{10} \frac{\langle |\sum_l u_{0i}(l)s_i(t-l)|^2 \rangle_t}{\langle |\sum_k \sum_l u_{0k}(l)s_k(t-l)|^2 \rangle_t} (\text{dB}), \]  

where \( \langle \cdot \rangle_t \) denotes the averaging operator over time \( t \).

10.1 Linear Array

We performed experiments to separate speech signals in an environment whose conditions are summarized in Fig. 12. Our experiments involved two, three and four sources whose locations are indicated in Table 1. The sensors were arranged linearly, and the number of sensors used was the same as the number of sources. We used filters of length \( L = 2048 \) because this length provided the best performance under the conditions. The BSS program was coded in Matlab and run on Athlon XP 3200+.

The results shown in Table 1 are the average SIRs of output for eight combinations of 7-second speeches. We can see that the spectral smoothing discussed in Sect. 9 improves the average SIR for every setup. The short execution time, as shown in Table 1, enables the BSS system to perform in real time if the number of source signals is not very large.

Figure 13 shows DOA estimations for mixtures of four sources obtained with (21). Figure 14 shows SIRs for three and four sources with the different methods for solving the permutation problem discussed in Sect. 7. Here, “Localization” is the localization (DOA) approach (25) alone, “Correlation” is the correlation approach (26) alone, “Integrated” is the integrated method, and “Optimal” is the optimal solution obtained by utilizing the \( s_i(t) \) and \( h_{ji}(l) \) information. The performance of “Localization” was stable but insufficient. The performance of “Correlation” was unstable and very poor in the four-source cases. The “Integrated” method performed very well and was close to “Optimal.”

10.2 Planar Array

Next, we carried out experiments on separating six sources with a planar array of eight microphones. The room layout and other experimental conditions are shown in Fig. 15. All six sources were 6-second speech signals, and two came...
Let us explain the method for solving the permutation problem in this situation. First, the source directions were estimated with small-spacing microphone pairs (1-3, 2-4, 1-2 and 2-3 shown in the right-top corner of Fig. 15). This was performed based on (20), (22) and (23). Figure 16 shows a histogram of the estimated DOAs. There are five clusters in this histogram, and one cluster is twice the size of the others. This implies that two sources came from the same direction (about 150°). We solved the permutation problem for the other four sources by using this DOA information as shown on the upper plot of Fig. 17.

Then, to distinguish between the two sources that came from the same direction, the spheres of these sources were estimated with large-spacing microphone pairs (7-5, 7-8, 6-5 and 6-8 shown in the center of Fig. 15). This was performed based on (19). The lower plot of Fig. 17 shows the radiuses of the spheres estimated with microphone pair 7-5. Although the radius estimations had large variances, it provided sufficient information to distinguish between the two sources. Consequently, the signal components of all frequencies were classified into six clusters. We decided the permutation only for frequency bins where the classification was reliable, as discussed in Sect. 7.3.

To show the effectiveness of this method, we compared SIRs by three different methods for the permutation problem. Table 2 shows the results. The last row, “DOA + Sphere + Correlation,” shows the results obtained with the integrated method. The two methods for comparison were “Correlation” where only the correlations (26) were maximized, and “DOA + Correlation” where only the DOA information was used for the source localization step in the integrated method. To see how much the SIRs were improved, we also measured the SIR of the mixture observed at microphone 1 (“SIR at microphone 1”). The effectiveness of the two integrated methods can again be observed. If we compare the results of “DOA + Correlation” with “DOA + Sphere + Correlation,” the improvement of the latter over the former is apparent for sources 4 and 5, which came from the same direction. This means that the sphere information was important in terms of distinguishing between sources coming from the same direction. The BSS program was again coded in Matlab and run on Athlon XP 3200+. The computational time for separating six speeches of 6 seconds was around one minute.

10.3 Moving Sources

In most realistic applications, the source location may change. A mixing system is time-varying when source signals move. A naive approach for tracking a time-varying system is an online algorithm that updates the separation system sample by sample [48], [49].
### Table 2: Separation performance with planar array measured by SIR (dB).

<table>
<thead>
<tr>
<th></th>
<th>SIR₁</th>
<th>SIR₂</th>
<th>SIR₃</th>
<th>SIR₄</th>
<th>SIR₅</th>
<th>SIR₆</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIR at microphone 1</td>
<td>-8.3</td>
<td>-6.8</td>
<td>-7.8</td>
<td>-7.7</td>
<td>-6.7</td>
<td>-5.2</td>
<td>-7.1</td>
</tr>
<tr>
<td>Correlation</td>
<td>4.4</td>
<td>2.6</td>
<td>4.0</td>
<td>3.6</td>
<td>2.0</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>DOA + Correlation</td>
<td>9.6</td>
<td>9.3</td>
<td>14.7</td>
<td>2.7</td>
<td>6.5</td>
<td>14.0</td>
<td>9.4</td>
</tr>
<tr>
<td>DOA + Sphere + Correlation</td>
<td>10.8</td>
<td>10.4</td>
<td>14.5</td>
<td>7.0</td>
<td>11.0</td>
<td>12.2</td>
<td>11.0</td>
</tr>
</tbody>
</table>

### Table 3: Experimental conditions.

<table>
<thead>
<tr>
<th>Common</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
<td>8 kHz</td>
<td></td>
</tr>
<tr>
<td>Window</td>
<td>hanning</td>
<td></td>
</tr>
<tr>
<td>Reverberation time TR</td>
<td>130 ms</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICA part</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame length TICA</td>
<td>1024 points (128 ms)</td>
<td></td>
</tr>
<tr>
<td>Frame shift</td>
<td>256 points (32 ms)</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>µ</td>
<td>optimized for block size Tb</td>
<td></td>
</tr>
<tr>
<td>Number of iterations NI</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Indeed, an online algorithm can track a time-varying system; however, its performance is generally worse than a batch algorithm, which can employ a number of samples, when the system is stationary. Although we are dealing with moving sources, we do not want to degrade the performance for fixed sources. In this section, we describe a real-time BSS method [50] that employs frequency domain ICA with a blockwise batch algorithm. This algorithm achieves better separation performance than an online algorithm for fixed source signals.

We measured the BSS performance using ICA. Figure 18 shows the average and standard deviation of SIR for fixed sources. We carried out experiments using speech signals recorded in a room. The reverberation time of the room was 130 ms. We used two omni-directional microphones with an inter-element spacing of 4 cm. The layout of the room is shown in Fig. 19. The target source signal was first located at A and then moved to B at a speed of 30 deg/s. The interference signal was located at C and moved to D at a speed of 40 deg/s.

The step size parameter µ in (12) affects the separation performance of BSS when the block size changes. We carried out preliminary experiments and chose µ to optimize the performance for each block size. The other conditions are summarized in Table 3. We measured SIRs with 30 combinations of source signals using three male and three female speakers, and averaged them.

We investigate the BSS performance for moving sources using the blockwise batch algorithm. Figure 20 shows the SIR for a moving target (solid line) and that for a moving interference (dotted line). We can see that the SIR is not degraded even when the target moves. By contrast, interference movement causes a decline in the SIR. This can be explained by the directivity pattern of the separation system obtained by ICA. The solution of frequency-domain BSS works in the same way as an adap-
tive beamformer, which forms a spatial null toward an interference signal (Fig. 5). Because of this characteristic, BSS using ICA is robust with a moving target signal but fragile with a moving interference signal. Taking advantage of this nature, we can estimate residual crosstalk components even when the interference signal moves by employing postprocessing in the second stage [50].

11. Conclusion

This paper presented a comprehensive description of frequency-domain BSS as well as various techniques that enable frequency-domain BSS to be used for separating many speech signals mixed in a real-room environment. The permutation problem has been a major concern with the frequency domain approach. However, with the methods described in Sect. 7, this problem can be solved even in a practical situation. Moreover, the locations of sources can be estimated by the method described in Sect. 6. This ability is unique to the frequency domain approach, and cannot be seen in time-domain BSS. Our experimental results show that the separation performance was fairly good and the computational cost was feasible. These results demonstrate the effectiveness of frequency-domain BSS.
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