EGO-NOISE REDUCTION FOR A HOSE-SHAPED RESCUE ROBOT USING DETERMINED RANK-1 MULTICHANNEL NONNEGATIVE MATRIX FACTORIZATION
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ABSTRACT

A hose-shaped rescue robot is one of the robots that have been developed for disaster response in times of large-scale disasters such as a massive earthquake. This robot is suitable for entering narrow and dark places covered with rubble in a disaster site and for finding victims inside it. It can transmit ambient sound captured by its built-in microphones to its operator. However, there is a serious problem, that is, the inherent noise of this robot, such as vibration sound or fricative sound, is mixed with the transmitted voice, thereby disturbing the operator’s perception of a call for help from a disaster victim. In this paper, we apply the multichannel nonnegative matrix factorization (NMF) with the rank-1 spatial constraint (determined rank-1 MNMF), which was proposed by Kitamura et al., to the reduction of the inherent noise.
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1. INTRODUCTION

It is an important task to develop robots for coping with large-scale disasters. Robots working in a disaster site are required in emergency response and in the restoration of the disaster site, which are difficult or dangerous tasks for humans. There are tasks for modern-day robots in disaster response, but their functions are insufficient outdoors and their ability to respond to unexpected situations is unsatisfactory. For example, a robot cannot move in a disaster site and evaluate the situation, as well as act in an environment that does not fit its working condition. To support the development of robots in a disaster site, which can overcome some of the problems of conventional robots, the Council for Science, Technology and Innovation promoted the ImPACT Tough Robotics Challenge [1]. In this research and development program, we aim to realize remote-controlled and autonomous robots that are effective in extreme situations, and develop technologies that will become the basis for the development of outdoor robots.

In the Tough Robotics Challenge, five types of remote-controlled and autonomous robots are developed. In this work, we deal with one of them, namely, a hose-shaped rescue robot [2], which is long and narrow like a snake. Using the microphones mounted on the robot, we develop its voice recording function to capture a disaster victim’s voice in a disaster site. We examine the application of the determined rank-1 multichannel nonnegative matrix factorization (determined rank-1 MNMF) [3], [4] to the reduction in the inherent noise (ego-noise) of the robot, which is a particularly big problem for voice recording.

2. EGO-NOISE OF HOSE-SHAPED RESCUE ROBOT

2.1. Structure of robot and disposition of ego-noise

The hose-shaped rescue robot is suitable for entering narrow and dark places covered with rubble in a disaster site and finding victims inside it. Figure 1 shows a picture of the robot, and Fig. 2 shows its structure. The robot consists of a hose for the axis and ciliary tape wrapped around it; it moves forward slowly against the direction of the cilia by vibrating the ciliary tape with vibration motors. A camera and a lighting are attached to the tip of the robot, in addition to an inertial measurement unit (IMU), microphones, and speakers attached along the length of the robot.

According to the operation principle of the robot, very loud ego-noise is mixed into the microphones. The main factors for the ego-noise are considered to be the vibration sound generated by the vibration motors and fricative sound. In an actual disaster site, the voice of a person seeking help is not loud enough to capture, and it is fainter than the ego-noise. To capture the voice in such a situation, it is necessary to separate the voice from the recorded sound.
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2.2. Conventional noise reduction methods

In the conventional noise reduction methods for other robots, it is assumed that the acoustic characteristics of ego-noise do not change. However, it is considered that competent performance cannot be obtained by conventional methods, because the ego-noise characteristics are changed by the area a robot touches. Because a robot operates at the time of a disaster, a method that requires prior information is inappropriate. Therefore, in this work, we choose and apply a method that does not require prior information and can further reduce ego-noise compared with conventional methods.

3. APPLICATION OF BLIND SOURCE SEPARATION TO NOISE REDUCTION

3.1. Approach

Blind source separation (BSS) is a method that does not require prior information and it separates sound sources from only observed signals, and it is studied actively. It is considered that BSS, which uses multichannel signals, is effective because it utilizes the spatial information of sound sources obtained by the robot’s many microphones. Thus, we consider an effective multichannel BSS method for the ego-noise reduction in the hose-shaped rescue robot.

It is considered that the main factors for the ego-noise are the vibration sound generated by vibration motors and fricative sound. We conjecture that ego-noise can be expressed effectively by nonnegative matrix factorization (NMF) [5] because it is considered that the time frequency structure is obtained by repeating several types of similar spectra. Because the hose-shaped rescue robot moves very slowly, the source separation by linear microphone array signal processing is effective when a linear time-varying mixture is assumed, which means that the positional relationship between the ego-noise sources and the microphones barely changes. In particular, the determined rank-1 MNMF [3], [4] method proposed by Kitamura et al. introduces the expression of NMF into the sound source model of the independent vector analysis (IVA) [6]. This is one of the sound source separation techniques by linear microphone array signal processing, and it realizes sound source separation more precisely than IVA. On the basis of the foregoing, we consider that the determined rank-1 MNMF is effective for the ego-noise reduction for the hose-shaped rescue robot and apply it.

3.2. Blind source separation

3.2.1. Formulation

The number of sources and the number of microphones are assumed to be $M$. We describe multichannel sound source signals, observed signals, and separated signals in each time-frequency slot as follows:

$$a_{ij} = (s_{ij,1} \cdots s_{ij,M})^T,$$  \hspace{1cm} (1)

$$x_{ij} = (x_{ij,1} \cdots x_{ij,M})^T,$$  \hspace{1cm} (2)

$$y_{ij} = (y_{ij,1} \cdots y_{ij,M})^T,$$  \hspace{1cm} (3)

where $1 \leq i \leq I$ (i $\in$ $\mathbb{N}$) describes the frequency index, $1 \leq j \leq J$ (j $\in$ $\mathbb{N}$) describes the time index, and $^T$ denotes the vector transpose, and all the entries of these vectors are complex values. We can approximately represent the observed signals as

$$x_{ij} = A_is_{ij},$$  \hspace{1cm} (4)

Then, $A_i = (a_{i,1} \cdots a_{i,M})$ expresses the mixing matrix of the observed signals. When $W_i = (w_{i,1} \cdots w_{i,M})^h$ refers to the demixing matrix, the separated signal $y_{ij}$ is represented as

$$y_{ij} = W_ix_{ij},$$  \hspace{1cm} (5)

where $a_{i,m}$ is the steering vector, $w_{i,m}$ is the demixing filter, and $^h$ is the Hermitian transpose.

3.2.2. Determined rank-1 MNMF

The determined rank-1 MNMF [3], [4] is a method that adds the rank-1 spatial model limitation to the multichannel NMF (MNMF) [7]. We explain the formulation and algorithm [3], [4] derived by Kitamura et al. An observed signal is represented by the correlation matrix between the channels, $X_{ij}$, as

$$X_{ij} \approx \hat{X}_{ij} = \sum_k (\sum_m H_{ij,m}z_{mk})t_{ik}v_{kj},$$  \hspace{1cm} (7)

where $m = 1, \ldots, M$ is the index of sound sources, and $k = 1, \ldots, K$ is the index of the spectral bases for NMF. $H_{ij,m}$ is an $M \times M$ spatial covariance matrix for each frequency $i$ and source $m$, and $H_{ij,m} = a_{i,m}a_{i,m}^h$ is limited to a rank-1 matrix. $z_{mk} \in \mathbb{R}_{[0,1]}$ is a weight for distributing $K$ NMF bases (frequent appearance spectrum) to each sound source. It shows that the 6th base contributes to only the $m$th source. In addition, $t_{ik} \in \mathbb{R}_+$ and $v_{kj} \in \mathbb{R}_+$ are the elements of the basis matrix $T$ and the activation matrix $V$. MNMF obtains the separated signals $y$ by assigning the spatial covariance matrices $H$ and the source information $TV$ with the partition function. However, the determined rank-1 MNMF separates the sound source by obtaining the demixing matrix $W_i$ from the decomposed model described above. The update rules of the demixing matrix $W_i$ to obtain the separated signal $y$ is as follows:

$$r_{ij,m} = \sum_k z_{mk}t_{ik}v_{kj},$$  \hspace{1cm} (8)

$$V_{i,m} = \frac{1}{J} \sum_j r_{ij,m}x_{ij}^h,$$  \hspace{1cm} (9)

$$w_{i,m} \sim (W_iV_{i,m})^{-1}e_m,$$  \hspace{1cm} (10)

where $e_m$ is the unit vector and the only $m$th element equals to 1.

The partition function $z_{mk}$ and the elements of the basis matrix $t_{ik}$ and the activation matrix $v_{kj}$ in the determined rank-1 MNMF.
are updated by two methods. One method involves the assignment of the bases to each separated sound source using the above partition function automatically, and the other method does not use the partition function and instead expresses all sound sources in the same number of bases. The method without the partition function does not have the update of $z_{mk}$. Therefore, it updates $t_{ik,m}$ and $v_{kj,m}$ by applying the update rules of NMF by the channels. The update rules are as follows:

$$t_{ik,m} \leftarrow t_{ik,m} \frac{\sum_j |y_{ij,m}|^2 v_{kj,m} (\sum_l t_{il,m} v_{lj,m})^{-2}}{\sum_j v_{kj,m} (\sum_l t_{il,m} v_{lj,m})^{-1}}$$

(11)

$$v_{kj,m} \leftarrow v_{kj,m} \frac{\sum_i |y_{ij,m}|^2 t_{ik,m} (\sum_l t_{il,m} v_{lj,m})^{-2}}{\sum_i t_{ik,m} (\sum_l t_{il,m} v_{lj,m})^{-1}}$$

(12)

On the other hand, in the method involving the assignment of the bases with the partition function $z_{mk}$, it is necessary to update $z_{mk}$ as with MNMF:

$$z_{mk} \leftarrow z_{mk} \frac{\sum_j |y_{ij,m}|^2 t_{ik} v_{kj} (\sum_l t_{il,m} v_{lj,m})^{-2}}{\sum_j t_{ik} v_{kj} (\sum_l t_{il,m} v_{lj,m})^{-1}}$$

(13)

$$t_{ik} \leftarrow t_{ik} \frac{\sum_j |y_{ij,m}|^2 z_{mk} v_{kj} (\sum_l z_{mk} v_{kj})^{-2}}{\sum_j z_{mk} v_{kj} (\sum_l z_{mk} v_{kj})^{-1}}$$

(14)

$$v_{kj} \leftarrow v_{kj} \frac{\sum_i |y_{ij,m}|^2 z_{mk} t_{ik} (\sum_l z_{mk} t_{ik})^{-2}}{\sum_i z_{mk} t_{ik} (\sum_l z_{mk} t_{ik})^{-1}}$$

(15)

From the above, we obtain $W_i$ to find separated signals by updating $W_i$, $z_{mk}$, $t_{ik}$, and $v_{kj}$ alternately and repeatedly. Finally, we restore the signal scale by applying a back-projection technique [8].

4. EXPERIMENT

4.1. Conditions

Using the actual ego-noise recorded by a hose-shaped rescue robot, we evaluated the ego-noise reduction performance. Specifically, we measured the impulse responses from a disaster victim to microphones using a robot with eight microphones, seven vibration motors, and a total length of 3 m, in the set simulating a disaster site. The distance of the robot from a sound is 1–3 m. We generated a mixed sound by simulating an impulse response with a speech and adding it to the ego-noise-adjusted SNR. We separated a mixed sound by the determined rank-1 MNMF and evaluated it. We used the signal-to-distortion ratio (SDR) [9] as an evaluation measure. Table 1 shows other experiment conditions.

We used the signal-to-distortion ratio (SDR) [9] as an evaluation measure. Table 1 shows other experiment conditions.

4.2. Results

4.2.1. Results of experiment on fast Fourier transform length

Figure 3 shows the experimental results for finding the number of bases and changing the analysis frame length. In this experiment, we used the number of bases, which provides the best result with or without the partition function. Without the partition function, the number of bases assigned to each sound source is fixed at 15. On the other hand, with the partition function, we fix the total number of bases of all sound sources to 40 and assign each base to each sound source by the partition function. Figure 3 shows the results in the case that the input SNR of the sound to the ego-noise was $-5$ dB; SDR was highest when the analysis frame length was 2048 samples. In the case of the determined rank-1 MNMF, the analysis frame length that provides good results was changed by the impulse response from a victim to eight microphones. Therefore, it was confirmed that SDR was markedly improved by setting the analysis frame length to 2048 samples.

4.2.2. Results of experiment on partitioning bases

We fixed the analysis frame length to 2048 samples and changed the partition function and number of bases. Figures 4 and 5 show the experimental results without and with the partition function, respectively. The input SNR of the sound to ego-noise was $-5$ dB. Figures 4 and 5 confirmed that SDR was highest when we did not use the partition function and the number of bases was 15. On the other hand, when we assigned 40 bases with the partition function, SDR was highest.

4.2.3. Results of experiment on effectiveness of determined rank-1 MNMF

Figure 6 shows SDR improvement achieved by IVA, determined rank-1 MNMF without the partition function, and determined rank-1 MNMF with the partition function, with various input SNRs. The analysis frame length was 2048 samples for 15 bases assigned to the sound sources for the determined rank-1 MNMF without the partition function and 40 bases in total for the determined rank-1 MNMF with the partition function. Figure 6 confirmed that the determined rank-1 MNMF has a higher ego-noise reduction performance than IVA. In addition, it is shown that a large number of bases is neces-
necessary to express each sound source, because IVA is equivalent in the case of 1 base. Furthermore, without the partition function, the SDR improvement was greater, which confirms that the partition function did not work effectively. By adding a restriction to the partition function to match the sound and ego-noise, we can make use of the flexibility of the partition function in ego-noise reduction.

5. CONCLUSIONS

In this paper, we applied the determined rank-1 MNMF to the ego-noise reduction for a hose-shaped rescue robot for response at a disaster site. First, we examined the analysis frame length and number of bases appropriate for ego-noise reduction in the determined rank-1 MNMF. Furthermore, we compared IVA and the determined rank-1 MNMF; the determined rank-1 MNMF had a higher SDR. We confirmed the effectiveness of the determined rank-1 MNMF for ego-noise reduction.
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