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Abstract
Natural gradient adaptation is useful for developing
block-based adaptive solutions to convolutive blind
source separation tasks, in which frequency-domain fast
convolution methods can be exploited for computational
simplicity. To maintain causal operation, previously-
developed natural gradient convolutive blind source sep-
aration algorithms employ approximations to the natural
gradient that ultimately limit the separation performances
of these schemes. In this paper, we derive a novel causal
frequency-domain implementation of a natural gradient
algorithm for convolutive blind source separation tasks.
Simulations with convolutive speech mixtures indicate
that the proposed method provides robust convergence
performance for relatively-short separation filters with-
out creating pre- or post-echo artifacts in the extracted
sources.

1. Introduction

Blind source separation (BSS) describes techniques for
extracting independent signals from linear mixtures of
these signals without specific knowledge of the mixing
conditions or the signal statistics. This paper consid-
ers the convolutive BSS of speech signals, in which a
set of � speech signals in the vector sequence� � � � �� 	 
 � � � � � � 	 � � � �  �

is mixed by the linear system

� � � � � ��
� � � � � � � � � � � �

(1)

in which � � is the
� � � � �

mixing matrix with entries� � � � � � at lag
�

and� � � � � � � 
 � � � � � � � � � � �  �
contains

the � measured speech mixtures
� � � � �

,  ! " ! � .
The goal is to adjust the coefficient matrices

� # � � of a
multichannel separation system

$ � � � � ��
� � �

# � � � � � � � �
(2)

such that each signal in the vector sequence$ � � �
contains

a filtered version of one unique speech signal within� � � �
.

Since the development of the first blind source separa-
tion methods for convolutive mixtures in the mid-1990’s,

numerous researchers have found natural gradient meth-
ods useful for developing algorithms for speech separa-
tion and other convolutive BSS tasks [1]–[9]. Natural
gradient adaptation is a modified gradient search in which
the Riemannian metric tensor for the parameter manifold
is used to adjust the gradient direction within the coef-
ficient updates [10, 11]. For convolutive BSS tasks us-
ing multichannel filters, the natural gradient modification
applies the separation filter coefficients

� # � � to terms
within the standard gradient using non-causal convolu-
tion operations. Such natural gradient procedures can
typically be implemented using multiplies and adds, and
their structure is usually amenable to block-based compu-
tations after truncating the system in (2) to finite-impulse-
response (FIR) form.

All existing block-based convolutive BSS procedures
that use natural gradient adaptation employ approxima-
tions to the natural gradient to make the overall system
causal in its operation. These approximations typically
include (i) truncating the separation system’s impulse re-
sponse to finite length, (ii) delaying the coefficient update
terms to achieve causal operation, and (iii) approximating
signal-dependent terms within the updates using past sys-
tem output values. While simulations indicate that these
algorithms can achieve some measure of separation for
acoustic mixtures, it is not clear what problems such ap-
proximations create. Moreover, our extensive experience
with the time-domain methods described in [1, 3, 6] in-
dicate that the separation system can exhibit poor perfor-
mance in situations where the impulse response of the
separation system is inadequate to achieve perfect source
isolation. The poor performance is exhibited by annoy-
ing pre- and post-echoes in the combined system impulse
response that remain even if large data sets and numerous
training steps are used. While several researchers have
proposed constrained natural gradient adaptation proce-
dures in an attempt to mitigate these effects [4]–[7], these
procedures impose additional computational operations
and can be difficult to tune properly.

In this paper, we present a novel natural gradi-
ent procedure for multichannel blind deconvolution and
source separation tasks. The algorithm is a block-based
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implementation of the iterative procedure described in
[12]. Unlike other similar block-based methods [8], the
proposed algorithm modifies the standard gradient of
the mutual-information-based separation criterion with-
out introducing delayed signal approximations to sim-
plify the updates. The proposed algorithm is entirely
causal in its operation and makes use of fast frequency-
domain convolution methods for its efficient implemen-
tation. Simulations indicate that the proposed procedure
can perform speech separation using relatively-short FIR
filters while outperforming a competing block-based nat-
ural gradient BSS approach of similar complexity.

2. Algorithm Derivation

The proposed algorithm is designed to iteratively mini-
mize the cost function� � � � � � � � � �  � ��� � � � � � 


��� � 
 	 
 � � � � � � � � � � �
�  � � � � 	 
 � � � � � � � � � � � � � 
� � �

(3)

where � � � � � � ��
� � �

# � � � � � � �
(4)

is the
�
-transform of the separation system’s impulse re-

sponse at time
�
,

�
is the block size,

� � � � �
is a model of

the p.d.f. of the" th source to be separated, and

$ � � � � � ��
� � �

# � � � � � � � � � � �
(5)

It can be shown that (3) is, up to a constant independent
of the separation system, proportional to the mutual in-
formation of the output vector signal sequence

� $ � � � � �
when

� � � � �
is the true p.d.f. of the" th source sequence.

Minimizing this measure results in set of output signals
that are most independent of each other.

The proposed algorithm is a natural gradient modi-
fication of the block-based standard gradient procedure
defined as

# � � � � � � � # � � � � � � � � � � � � � � �� # � � � � �
(6)

where
�

is the algorithm step size. The gradient of� � � � � � � �
is straightforward to calculate assuming that� � � � �  �

has no zero singular values; it is

� � � � � � � � �� # � � � � �  � ��� � � � � � 
 ! � $ � � � � � � � � � � � �
�  � � " #� #

� � �� � � � �  � � �  � � $ �
(7)

where
� ! � $ �  � � � � 	 
 � � � � � � � % � � �

and we have used the
substitution

� � � �  
to transform the contour integral on

the right-hand side of (3) into a Fourier integral before
taking derivatives of this term with respect to

# � � � �
.

The second term on the right-hand side of (7) is dif-
ficult to compute, and hence the standard gradient pro-
cedure is impractical. We propose to employ the natural
gradient modification derived in [1] to this algorithm with
careful use of truncation to maintain causality of the co-
efficient updates. The proposed method is closely related
to the coefficient updates

# � � � � � �
� # � � � � � & � � � � � � � � � �� # � � � � ' # �� � � � � ' # � � � � ( � (8)

where ' denotes discrete-time convolution of matrix se-
quences,

# � � )
for

� * +
and

� , -
, and

� �  �
denotes

the operation of truncating the matrix sequence within
brackets to the causal range from

+ ! � ! -
. Define

the block data term. � � � �
as

. � � � � � /0102  � ��� � � � � � 
! � $ � � � � � � � � � � � � � + ! � ! -)
otherwise.

(9)

Finally, noting that

 � � " #� #
� � �� � � � �  � � �  � � $ ' # �� � � � � 3 4 5 � (10)

as
-

is increased, we can approximate (8) as

# � � � � � �
� �  � � � # � � � � � 6 � . � � � � ' # �� � � � � ' # � � � � 7 � �

(11)

Equations (5), (9), and (11) define the proposed
block-based natural gradient convolutive BSS procedure.
Several remarks can be made about this procedure:

1. The output, gradient, and update are all in the
form of discrete-time convolution or correlation opera-
tions. Hence, they can be efficiently implemented using
frequency-domain fast convolution techniques.

2. The structure of
# �� � � � � ' # � � � �

can be exploited
to further reduce system complexity. In particular, the
diagonal entries of this multidimensional system impulse
response are symmetric, and the resulting FFTs of these
sequences are all real-valued.

3. Unlike the approaches in [4]–[7], the proposed method
involves multidimensional convolutions of matrix se-
quences. Even so, the new algorithm can be implemented
such that its overall complexity is similar to other block-
based natural gradient BSS approaches, as described in
the next section.
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for " �  to � do� � � � � �
FFT

� � � � � � � - �  � � � � � �  �
end
for

� �  to � do� � � � � � � �� � 
 � � � � � � � � � � � �� � $ � � � �  �
IFFT

� � � � � � �
! � � � � � � ! � $ � � � � �
� � � � � �

FFT
� � � ! � � � �  �

for " �  to � do� � � � � � � � � � � � � � �� � � �� 	 � � � � � �  �
IFFT

� � � � � � � �

 � � � � � � � �

� � 
 � �� � � � � � � � � � � �
end
for " �  to � do� � � � � � � � �

� � 

FFT

� � 	 � �
� � � �  � � 
 � � � � �

�  � � � � � �  �
IFFT

� � � � � � � �
� � � � � � - �  � � �  � � � � � � � � � �  � � � � �� � � � � � - �  � �

FFT
� �� � � � � � - � �  �

end
end

Table 1: Fast frequency-domain implementation of the
proposed algorithm for a block size of

� � - �  ; see
text for notational explanation.

4. The proposed method does not appear to suffer from
the annoying pre- and post-echo artifacts that are intro-
duced by other block-based approaches. We conjecture
that this behavior is due to the use of an accurate signal-
truncated representation in (11) of the doubly-infinite
non-causal natural gradient update first derived in time-
domain form in [1].

3. System Implementation

We now describe an efficient, equivalent frequency-
domain implementation of the proposed time-domain al-
gorithm in (5), (9), and (11). This implementation as-
sumes the computationally-efficient block size choice of� � - �  , although the extension of the algorithm to
other block sizes is straightforward. For this implemen-
tation, define the time-reversed row signal vectors

� � � � � � � � � � � � - � � � � � � � � � 
(12)$ � � � � � � � � � � � - � � � � � � � � � 
(13)! � � � � � � � � � � � � � � � - � � � � � � � � � � � � � � 
(14)� � � + � � � + 
(15)

Furthermore, let FFT
� � �

and IFFT
� � �

denote the FFT
and inverse FFT, respectively, of a

� � - �  �
-element row

vector
�

, and define
�

as the point-by-point complex
multiplication of two vectors

�
and


, such that� � �   � � � � � � �

(16)

Then, Table 1 lists the fast frequency-domain implemen-
tation of the proposed algorithm. In this algorithm,

�
cor-
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Fig. 1: Impulse responses for the acoustic channel.

responds to an
� - �  �

-element vector of “don’t care” val-
ues to be discarded. The notation used here closely fol-
lows that used to describe other block-based frequency-
domain adaptive filters in the signal processing literature.

The complexity of the proposed algorithm is now
considered. For most practical situations in which

- �
� , the FFT calculations of a block-based convolutive
BSS procedure dominate the system’s overall complex-
ity. Our proposed procedure requires� � � � � � FFTs
of length

� � - �  �
for every

� - �  �
output samples.

For comparison, consider the FDMCBD-I algorithm with
75% overlap described in [8], which is a block-based ver-
sion of the original time-domain natural gradient convo-
lutive BSS procedure derived in [1]. The FDMCBD-I
algorithm requires

� � � � � � FFTs of length� � - �  �
for every

� - �  �
output samples. Since an� -element

FFT requires� 	 
 �
� � complex-valued operations, the

two algorithms have a similar complexity to first or-
der. Considering the number of vector dot-multiplies
(e.g. the

�
symbol in Table 1), the proposed method has � � � � � � � � � � such operations, whereas the FDMCBD-

I algorithm has� � � such operations. Considering each
algorithm as a whole, the proposed method will be simi-
lar in complexity to the FDMCBD-I algorithm except for
situations in which the number of sensors or sources� is
much larger than two and the filter or block length

� - �  �
is correspondingly small.

4. Simulations

We now explore the behavior of the proposed procedure
via numerical simulations. All of our simulations employ
the same two-input, two-output impulse response used in
[12] and shown in in Fig. 1. This impulse response was
generated from an acoustic laboratory setup of two omni-
directional microphones spaced 4cm apart and mounted
in a V-configuration approximately 1.5m from the floor
in the center of a 4.45m-by-3.55m-by-2.50m room. A
pair of loudspeakers located 1.2m away from the mi-
crophones at

� � +
degrees and

� � +
degrees off-axis
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Fig. 2: Combined impulse responses for the new scheme.

served as the acoustic sources. The impulse responses
of the loudspeaker-to-microphoneacoustic paths were es-
timated using standard linear estimation techniques at a
sampling rate of� kHz. We then generated the source sig-
nal mixtures by digitally filtering recorded male speech
signals using these impulse responses. The resulting
speech mixtures had an initial signal-to-interference ratio
(SIR) of 0.21dB. With this data, we can accurately ob-
serve and characterize the combined impulse responses
produced by the various algorithms, defined as

� � � � � � ��
� � �

# � � � � � �
� � (17)

All computations were performed using the MATLAB
technical computing environment.

Fig. 2 shows the combined impulse responses for the
proposed scheme after 1600 block updates (i.e. at sam-
ple time index

� �  + � � + +
), in which we have chosen- � � �

, � � �
,

� � + � + +
� , and

# � � + � �  + 5 � �
� � .

As can be seen, the algorithm has suppressed channel
crosstalk, and the SIR ratio achieved is approximately � � �

dB. Compare these results to those of Fig. 3 which
have been obtained using 4800 block updates of an FFT-
based approximate natural gradient algorithm similar to
that in [8], except that additional algorithmic simplifica-
tions have been employed to allow FFT sizes of

� � - �  �
without any perceptible loss in overall performance. In
this approximate version, the parameters chosen were- � � �

,
� � + � + + �

, and
# � � + � �  + 5 � �

� � . The exist-
ing procedure fails to separate the speech signals, achiev-
ing a SIR ratio of only to

�
dB. The performance of the

new scheme is clearly superior in this situation. In addi-
tion, the new scheme’s performance does not appear to
deteriorate under continuous adaptation.

5. Conclusions

In this paper, we have derived a novel causal frequency-
domain implementation of a natural gradient multichan-
nel blind deconvolution and source separation algorithm.
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Fig. 3: Combined impulse responses for an existing
approximate natural gradient BSS method.

The procedure does not employ delayed coefficient up-
date approximations that appear to cause convergence
difficulties for similar approximate natural gradient ap-
proaches. The number of FFTs required to implement
the algorithm scales almost linearly with the number of
FIR filters in the multichannel separation system. Simu-
lations on convolutive speech mixtures indicate that the
proposed method provides more robust separation per-
formance than a competing block-based convolutive BSS
scheme.
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