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ABSTRACT

A new stereo echo cancellation algorithm using imagi-
nary input-output relationships is proposed. This algo-
rithm is based on the idea of approximating the input-
output relationships for the reversed stereo signals. Un-
like conventional methods, which use the input-output
relationships in only one situation, our algorithm uses
the simultaneous equations for the input-output rela-
tionships under two different conditions. Consequently,
convergence to the unique steady-state solution is faster
than with the conventional algorithm. Computer simu-
lations using data recorded in a conference room demon-
strate the effectiveness of this algorithm.

1. INTRODUCTION

A stereo teleconferencing system provides greater pres-
ence in teleconferencing compared with a monaural sys-
tem. It helps listeners distinguish who is talking at
the other end by means of spatial information. The
most important problem in stereo echo cancellation is
that the adaptive filter often misconverges or, if not,
its convergence speed is very slow because of the cross-
correlation between stereo signals [1][2][3]. Several meth-
ods for overcoming this problem have been proposed,
which utilize uncorrelated elements of stereo signals
[1] and variations in cross-correlation between stereo
signals [3]. In this paper, we propose a new stereo
echo cancellation algorithm from another viewpoint.
It is based on the following idea: if input-output re-
lationships for the stereo signals under two different
conditions are known, then the simultaneous equations
for two different stereo signals can be obtained, which
would provide a unique steady-state solution.

2. STEREO ECHO CANCELLATION AND
ITS PROBLEM

A stereo (two-channel) telecommunication system is
shown in Fig. 1. There are four echo paths between
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Figure 1: A stereo telecommunication system.

the loudspeakers and microphones: hi(k), ha(k), hs(k),
and h4(k). The echoes of each microphone input are
modeled as

y1(®)=2] Ohi () + =7 Oha(k) (1)
v =2] Ohs® + =7 Oha(k), (2)

where x4 (k)= [z1(k), z1(k=1), . . . , z1(k—L+])], 22(k) = [zok),
zoAk—1),...,zAk—L+1)], L is the filter tap length, k is
a discrete time index, and 7 indicates a transpose. A
stereo echo canceller makes echo replicas §; (k) and (k)
by convolving stereo signals #1(k) and x2(k) with echo
path estimating filters hy (), ha(k), h3(k), and hy(k), as
follows:

) ==] Bh1® + =3 Bha(k) 3)
20 = =] Bhs® + =5 Bha(®). (4)
The estimation errors are derived as
el(k) y1(k) — 1 (®
= 2T B ARy B+2] (B Ao @) 5)
e2()=y1(k) — 1 (B)
=27 () Aha(k)+ 2 () Sha(®), (6)

where Ah;(¥), Ahz(k) Ahs(k) and Ah4(k) are the er-
ror vectors of hy(k), hy(F), hs(k), and hy(k) from the
true echo path impulse responses. The conventional
normalized least mean squares (NLMS) algorithm es-
timates the error vectors Ahy(k), Aho(k), Ahs(b), and



Ahy(k) as the minimum-norm solutions of Egs. (5) and
(6), and uses them as the adjustment vectors of the
echo path estimating filters, that is,

e )= [+ (3t o
[fotes N = [ro] o+ [A028]. ®

where u is the step size.

The echo path estimating filters should be estimated
as hi(k) = hi(k), ha(k) = ha(k), ha(k) = hs(k), and
h4(k) = ha(k) to achieve stable echo cancellation. How-
ever, the cross-correlation between (k) and z(k) af-
fects the echo path estimation. Therefore the echo path
estimating filters are often estimated incorrectly. This

is regarded as the most important problem in stereo
echo cancellation [1]{2][3].

3. NEW ALGORITHM
3.1. Basic concept

We consider the case where the input-output relation-
ships for inputs (k) and x%(k), having a different
cross-correlation from z, (k) and ,(k), can be obtained
as follows:

vi®) =T Ohi(®) + ='7 Bh(k)
) =2'T Ohs®) + =7 Oha(h)-
Letting #1(k) and #2(k) be replicas of y'i(k) and y(k)

respectively, the residual echoes €'1(k) = y1(k) — #1(k)
and ey(k) = y2(k) — ¥2(k) are derived as

(9
(10)

et (B) = 27 () Ahy (1) +2'7 (k) Aho (k)
eh®) = ='T®)Ahs(®)+2'F () Ak (k).

(11)
(12)
Then the simultaneous equations for the stereo signals

under two different conditions can be obtained from
Egs. (5), (6), (11), and (12) as

O AC)

[z'{(k) ='T (k) [2:;8] = [2((2] (49
2 A0 [l =[] o

In this case, the echo path estimating filters converge to
the true echo path impulse responses faster than when
only the input-output relationships under one condi-
tion are used. This was also pointed out in Ref. [2].
However, it is difficult to simultaneously obtain the
input-output relationships under two different condi-
tions.
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3.2. Imaginary input-output relationships for
the reversed stereo signals

Our new idea is to use the input-output relationships
for the reversed stereo signals 2’y (k) = z2(k) and (k) =
z1(k). These relationships are usually unknown, so be-
low we consider how to approximate them. Some hint
is given by the following assumptions: h;(k) ~ hqa(k)
and hy(k) ~ hg(k), which indicate a particular situa-
tion where the loudspeakers and the microphones are
arranged symmetrically. From these assumptions and
from Egs. (1) and (3), the input-output relationships
for the reversed stereo signals are approximated as

v =27 Ohi(®) + =] Bh2(k) = 12 () (15)
() =23 Whs® + 2T Oha(k) = 11 (#). (16)

Moreover, we introduce assumption error vectors f (k)
and f,(k) to compensate for the assumption errors, be-
cause the assumptions are not valid in actual situa-
tions. Thus the equations hy(k)— ha(k) = f,(k) and
hy(k) — hg(k) = f,(k) are used. Therefore, instead of
Egs. (15) and (16), the imaginary echoes y;(k) and
y2(k) for the reversed stereo signals of x;(k) and z2(k)
can be described as

V1) = 27 Oh1 () +=] Bha(k)

= ya(k)+23 B F, () +2T (k) £ (k) (17)
y2() = 27 Hhs®+2] ©hak)
= y®)— =] O F ()23 })F(k). (18)

Denoting the replicas of the imaginary echoes y';(k)
and y’(k) respectively as #1(k) and #>5(k), the imagi-
nary residual echoes e (k) = y1 (k) — 71(k) and e (k) =
vo(®) - a(8) are

e1 () = 27 B Ah (B +=T (DA (K

= e2(B)+27 DAF,B+2] BAF2(E) (19)
s (k) = 3 (D Ahs(®)+2T })Ahy(k)
= e;()—zT HAF1 (-2 BAFT (), (20)

where Ah, (K), Aho(k), Ahs(k), and Ahy(k) are the error
vectors of hy(k), ha(k), ha(b), and ha(k) from the true
echo path impulse responses, and Af,(k) = f,(k) —
{h1(¥) — ha®} and Af, (k) = f2(6) - {h2(k) — hs(®)}.
Since Af, (k) and A f,(k) include unknowns f,(k) and
f,(k), we cannot determine €'y (k) and e’y (k) exactly. There-
fore we solve Egs. (19) and (20) for e2(k) and e, (k) as
follows.

ea(k) = =3 () AR (k) +2] (B) Ah(F)

—z5 BAF, (-2 BAFE) (21)
ey(B)=zT B Ahs(R)+2T (k) Ahy(k)
+2T BAF B +25 BAS (). (22)



Finally, from Egs. (5), (6), (21), and (22), the follow-
ing simultaneous equations are obtained for the new
algorithm:

]
ﬂ(k) w{(k) o 0 o o (|ar®
aqT ® 4® 0 0 ||ARdH
ﬁ('ﬂ rf 0 —=I®) W) || Ahd
0o 0 é(k ACIEACREACRIPN G
AfAk) |

= [es(®), e2(8), 209, e2(9] " (23)

3.3. Extension with the projection algorithm

Our algorithm’s effectiveness is independent of the ster-
eo projection algorithm [3]. Therefore, we can extend
Eq. (23) by using the concept of the projection algo-
rithm [4]. The input stereo signal matrixes X (k) and
X (k) are given by
Xl(k)=[z1(k),21(k— 1),...,:!:1(k—p+ 1)] (24)
Xo(0) = [z2(h), 22— 1), ..., 22(k— p + 1)), (25)
and the error vectors e; (k) and ez (k) are denoted as
e1(®) = [e1(B),(1—-e1 k=D, . . . (- er (k—p+D]7(26)
e2(t) = [e2(k),(1-p)e2(k =), .. . ,(1-p)Pe2(k—p+D]}(27)
where p is the projection order and p is the step size.

Applying Egs. (24) - (27) to Eq. (23), we obtain the
following simultaneous equations.

[Ahy(®)]

X‘T(k) XIk o O 0 0 |2k
o XI® XI® o 0 |[|AkRy®

XT(k) X[k 0 0 -X7K -X{(k)||Ah4p)
0 Xk X{k X{® pres 20 1 | AfE)

| AFAFR) |

= [T (), e ®, T ®),eT )" . (28)

3.4. Weighting parameters

We introduce several weighting parameters to Eq. (28)
in order to control the estimating weight between the
actual input-output relationships and the imaginary
input-output relationships, and also to link it with the
stereo projection algorithm and one kind of decorrela-
tion algorithm [2]. As a result, Eq. (28) becomes
[Ahy(®)]
AhAk)
Ahgk)
Ah4p)
AF(B)
| AfAk) ]

MT@® = e(k), (29)
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where
(X)) 0 X O
X2 O X o©
o xi® o X\
M@®=| , X;(k) 0 xf(k) (30)
0 0 —QXZ(IC) aXl(k)
K 0 —aX,() aX,(k)]
2t
€2
el®)= a{es®-RizR7'e, O} +AR1 B 'e1 () (31)
a{el(k)—ngR’ eg(k)}+ﬁR12R_ ez(k)
=XT®X1(0) + X5 ®) X0 (32)
Ry=XT®X0) + X7 OX 1. (33)

Then, the adjustment vectors Ahy (), Aha(k), Ahs(#),
and Ah4(k) are obtained from the minimum-norm so-
lution of Eq. (29), that is,

[q

q

Ahy(®)
AhgB) | _
Ahgk) |~
Ah4F)

Xik) 0

XA 0 |[a,®
0 X® [Q2(k)]+
0 XAk

XA8 0
X)) 0
0 XA
0 Xik)

AL

where

[q B

_[R‘lel(k)
a4b),

el(k)—ngR’leg(k)
_1[RiaR7 e ()
+(1-$)AB I[RzR-le;(k)]
- eg(k)-—-ngR el(k)
B 1[61(10)—1‘31211 ez(k)]
RlzR el(k)]

(35)

[qa(k)
414(”)

~(1-p)B™

Ri2R7es(k)
_[R'Ry, O
A‘[ 0 R7'R;;
(1+02)R—R12R R12
—02R12

(36)

37)

—a*Ry)
+02)R—R12R_1R12] (38)

AF (k) and Af,(k) do not have to be calculated explic-
itly. When o = 0 and 8 = 1, the adjustment vectors are
the same as those of the stereo projection algorithm, in-
cluding the stereo NLMS algorithm. When o = 0 and
B = 0, the adjustment vectors are the same as those of
one kind of decorrelation algorithm, which decorrelates
(XT®,XT®IT from [XT k), XT®]T. When a =1
and 8 = 0, the decorrelation of redundancy between
the actual input-output relationships and the imag-
inary ones concerning [XT(k), X7 (®]T is introduced
into Eq. (28). Thus, we can control the adaptation
by choosing suitable values of & and 5.



4. COMPUTER SIMULATIONS

In our computer simulations, we used 500 taps in each
echo path estimating filter. The sampling frequency
was 8 kHz. The input stereo signals were a single
talker’s speech recorded by two microphones. The per-
formance was evaluated by the coefficient error between
(AT ®), hT®]T and [AT®), AT ®)]T which is given by

[y ® — By @I + lIb2® — ha®?
O CI

The true echo path impulse responses used here,
which are shown in Fig. 2, were measured in a con-
ference room with a reverberation time of 150 ms and
with the loudspeakers and the microphones arranged
roughly symmetrically. As shown in Figs. 2(e) and
2(f), there were some errors from the assumption: h, (k)
=~ h4(k) and ha(k)~ha(k).

We show the results which were obtained with dif-
ferent values of a and f. Figures 3(a) and 3(c) corre-
spond to the results with the stereo NLMS algorithm
and the stereo projection algorithm respectively. Fig-
ure 3(d) corresponds to the results with the decorre-
lation algorithm, which decorrelates [XT (), X3 ®)]"
from [XT(®), XT(®]". It shows that the decorrela-
tion method may improve the convergence to the true
solution, although it has some unstability. Figure 3(b)
corresponds to using Eq. (28). It shows that the imagi-
nary input-output relationships are not used effectively
in Eq. (28). Figure 3(e) corresponds to using Eq. (28)
and the decorrelation of redundancy between the ac-
tual input-output relationships and the imaginary ones
concerning [ X7 (k), X7 (k)]7. Figure 3(e) shows the best
results of these shown in Fig. 3.

101og,, [dB].

5. CONCLUSIONS

We proposed a new stereo echo cancellation algorithm,
which is based on the idea of using the input-output
relationships for the reversed stereo signals. This algo-
rithm is linked to the stereo projection algorithm and

the decorrelation algorithm. Computer simulations with

datarecorded in a conference room show that the imag-
inary input-output relationships can be used effectively
to estimate the true echo path impulse responses by
decorrelating redundancy between the actual and imag-
inary relationships.
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Figure 2: Acoustic echo path impulse responses used
in simulations.
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Figure 3: Coeflicient error convergence.
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