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Abstract

Speech recognition systems are now widely used in our daily
lives. However, sometimes speech recognition systems fail
to recognize utterances. In many cases, users do not know
what causes the failure, while the system asks users to repeat
the utterance. When this situation continues, users consider
that speech recognition systems are not user-friendly. The
usability of speech recognition systems can be improved by
specifying causes of error and presenting them in a way that
users can easily understand, allowing them to improve the
utterance.

In this study, our aim is to categorize causes of error related
to utterance characteristics occurring in daily-use speech
recognition systems and present the feedback to users. Here,
we focus on causes of error related to the utterance speed,
such as ‘fast’, ‘slow’, ‘filler’, and ‘stuttered’, since they
are easy for users to correct and frequently occur in natural
speech. We propose a categorization method with bidirec-
tional long short-term memory (BLSTM) as the categoriza-
tion model. In this paper, we compare the Mel filter bank
with that of the modulation spectrum as feature extraction
methods.

We perform an experiment in which it is decided whether
a cause of error is present in a given utterance. The results
indicate that our method using the modulation spectrum can
reduce the number of false detections of causes of error re-
lated to the utterance speed, compared with the method using
the Mel filter bank.

1. Introduction

Speech recognition systems are now widely used in our
daily lives. Nowadays, speech recognition systems cater for
various needs from transcribing short commands in commer-
cial voice assistants to dictating long-duration utterances in
systems such as lecture transcribers.

Unfortunately, sometimes speech recognition systems fail
to recognize utterances. In many cases, users do not know
what causes the failure, while the system asks users to repeat
the utterance. When this situation continues, users consider

that speech recognition systems are not user-friendly. To im-
prove the usability of speech recognition systems, causes of
error that may occur in speech recognition should be specified
and presented in a way that users can understand.

Several approaches have been proposed as means of pro-
viding feedback regarding the causes. One approach suggests
informing the users of the volume required for speech recog-
nition in noisy environments [1]. In this approach, an ap-
propriate utterance volume is predicted from an input noisy
signal, and the resulting volume is then notified to the users.
This approach enables the reduction of the potential recogni-
tion errors caused by a noisy signal.

Another approach is to estimate utterance characteris-
tics from speech data [2]. Metrics for measuring utterance
characteristics known as impression assessment indexes (i.e.
‘activeness’, ‘easy-to-listen’, ‘smoothness’, ‘fluency’) [3],
which are thought to correlate with causes of speech recogni-
tion error, were evaluated. The estimates were then evaluated
for speech data that were incorrectly recognized. The result
showed that the estimator model used in their study, bidi-
rectional long short-term memory (BLSTM), performs well
in this task. Also, utterance characteristics can be estimated
simply by using spectrogram-based features.

There are two points worth noting from the previous ap-
proaches. First, although impression assessment indexes cor-
relate with causes of error, they cannot be used directly as
the causes of error. Second, although the previous work fo-
cused on spectrogram-based features, there might be other
features that are more closely related to the causes of error. It
might be possible to categorize the causes of error more pre-
cisely by incorporating these features than the generally used
spectrogram-based features.

In this study, we aim to categorize the causes of error oc-
curring in daily-use speech recognition systems. In this study,
causes of error are directly used as the categorization target,
and acoustic feature extraction methods that contain infor-
mation related to the utterance speed, such as ‘fast’, ‘slow’,
“filler’, ‘stuttered’, are investigated. We propose a method of
determining causes of error related to the utterance speed. It
uses the Mel filter bank (MFB) and the modulation spectrum
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Figure 1: Proposed System Flow

(MS) as feature extraction methods, and BLSTM as the cate-
gorization model.

2. Proposed Method

In this section, the overall flow of the system and the details
of the categorization task for the causes of error is explained.
There are three points to be discussed in detail: the causes
of error, the acoustic feature extraction methods used in the
experiment, and the error categorization model.

2.1 Overview

The proposed system is shown in Fig. 1. First, the speech
is inputted to the system. Features of the input speech are
extracted, providing a time segment of feature vectors. The
feature vectors are used as the input for the error categoriza-
tion model. The result of the categorization is expressed as
probabilities of different causes of error, which are processed
to provide user-friendly feedback.

2.2 Causes of speech recognition error

Causes of error in speech recognition are factors that might
cause failure in speech recognition. There are three typical
causes of error in speech recognition. The first is environ-
mental conditions, which are interference from outside such
as noise, echo, reflection, and reverberation. The second is
system factors such as unknown words, which are not listed
in the dictionary. The third is utterance characteristics such as
utterance speed, utterance volume, pronunciation, filler, and
stutter. As utterance characteristics affect the recognition er-
ror rate [4], they are the main focus of this study.

To determine the utterance characteristics as the cause of
error in this study, characteristics satisfying two conditions
are considered: those that are easy for users to improve in the
next utterance and have high occurrences in natural speech
data. Therefore, the selected causes of error related to the
utterance speed are ‘fast’, ‘slow’, “filler’, and ‘stuttered’ ut-
terances.
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| \
STFT for a block in one bin

o 5w

One frequency bin

v )
Modulation Spectrum

Figure 2: Modulation Spectrogram Process

2.3 Acoustic Feature Extraction

Acoustic feature extraction is an essential part of retriev-
ing information from audio-based data. In speech recogni-
tion systems, spectrogram-based features such as the power
spectrogram, Mel-frequency cepstrum coefficient (MFCC),
and Mel filter bank (MFB) are commonly used as conven-
tional feature extraction methods. Spectrogram-based fea-
tures are mostly represented by time versus frequency signals.
As spectrogram-based features contain phoneme information,
they are capable of visualizing phonemes.

In this study, we use the modulation spectrum (MS) for the
feature extraction method. This is because the MS shows the
irregularities in syllable changes more clearly, and is inde-
pendent of the speech content (phoneme information). As the
MS has been successfully applied to a voice emotion recog-
nition task [5], we attempt to apply the MS to extract features
related to the utterance speed.

The MS is a representation of a filtered spectrum focusing
on the temporal structure [6]. The MS also provides infor-
mation on dynamic characteristics in a signal, such as syl-
lable changes, and is related to the speech rhythm [7]. In
this study, the computation of the MS is conducted in three
steps. First, the power spectrogram is computed by applying
a short-term Fourier transform (STFT) to the speech signal.
The power spectrogram is then applied to Mel filters, produc-
ing the MFB. Finally, to obtain the MS, an STFT is applied
again to each filter in the filter bank, which are then recon-
structed to form the MS. The process is shown in Fig. 2.

2.4 Error Categorization Model

In the proposed method, BLSTM [&] is used as the er-
ror categorization model. As a variant of the recurrent neu-
ral network (RNN) classifier model, BLSTM consists of two
long short-term memory (LSTM) networks that move for-
ward and backward while storing time-series information. As
speech data can be easily represented by time series and rely
on the data in previous frames, BLSTM is suitable for han-
dling audio-related tasks and has been successfully applied to
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Figure 3: BLSTM Architecture

Table 1: Speech Data Specifications

Database PASD UUDB
Speakers 8 male 2 male
2 female 8 female
Sampling Rate | 16 kHz 16 kHz
Bit Rate 16 bits 16 bits
Length 1-10s 1-10s
Dataset ID kyo0121, kyo0221 | C001, C024
kyo0321, 0sa0910 | C032, C052
0sa0918, uec0001 | C064
uec0002, uec0003
uec0004

sound event classification [9]. BLSTM is illustrated in Fig. 3.

3. Experiment

In this paper, we consider a task that decides whether each
cause of error is present in a given utterance. In this exper-
iment, BLSTM consists of one hidden layer and one output
layer with two units representing the probability of the pres-
ence and absence of each cause of error in any given utter-
ance.

3.1 Experimental Data

This study incorporates data from two Japanese conversa-
tional speech databases, namely Priority Areas Spoken Di-
alogue Simulated Spoken Dialogue (PASD) [10] and Ut-
sunomiya University Spoken Dialogue Database for Paralin-
guistic Information Studies (UUDB) [11]. The data are se-
lected among several datasets in PASD and UUDB.

In this study, we collect all incorrectly recognized speech
data as our training data. To obtain the training data, speech
data are inputted to Julius Speech Recognizer [12], and the
recognition result is compared directly with the correct sen-
tence. If the results are different, the speech data are then
added and manually labeled according to the causes of errors
(‘fast’, ‘slow’, ‘filler’, ‘stuttered’). In total, this experiment
uses 1053 Japanese speech files from 10 male and 10 female
speakers. Details are shown in Table 1.

Table 2: Mel filter bank Specifications

Sampling Rate 16 kHz
FFT Sample Points | 2048
Mel Filters 40
Frame Length 25 ms
Frame Shift Length | 10 ms

Table 3: Modulation Spectrum Specifications

Base Feature 40-dimensional MFB
Block length 320 ms
FFT Size (# frames) | 32 (320 ms/ 10 ms)
Dimension 40 * (32/2) =640

3.2 Feature Extraction

The experiment involves the comparison of the proposed
method using MFB with that using the MS as the feature ex-
traction method. In this experiment, a 40-dimensional MFB
is incorporated for feature extraction. The training using the
MEB is compared with that using the MS derived from the
MFB, which has 640 dimensions. The specifications of the
MEFB and MS can be seen in Tables 2 and 3, respectively.

3.3 Training Model and Evaluation

The training is carried out separately for each class, with
each training model comprising of two classes of output, 1
or 0, representing the existence of each cause of error. Each
training model consists of one hidden layer, tested with 16,
32, and 64 units in the hidden layer. Among these three mod-
els, the model that yields the best result is selected. The same
training models are tested for both the MFB and MS. To en-
sure the validity of the training, five fold cross-validation is
conducted for each class. The specifications of BLSTM for
each class model are shown in Table 4. The models are eval-
uated using evaluation scales (precision, recall, and F-score)
for each categorized potential cause of error. The precision,
recall, and F-score are defined in Eqgs. (1), (2), and (3), taking
the average of each evaluation metric.

Precisi TruePositive o
recision =
TruePositive + FalsePositive
TruePositive
Recall = 2
cea TruePositive + FalseNegative @
Fscore — 9 x Precision - Recall 3)

Precision + Recall

3.4 Results and Discussion

Tables 5 and 6 show the evaluation results for the pres-
ence of different causes of error using the MFB and MS, re-
spectively. For all causes of error except ‘stuttered’, the F-
scores were 0.06—0.21 higher for the MS than for the MFB.
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Table 4: Training Model Specifications

Classifier BLSTM
Hidden Layers 1
(units tested: 16, 32, 64)

Optimizer Adam

Learning Rate 0.001

Dropout 0.0

Loss Function Softmax Cross Entropy
Epoch 50

Cross-validation

5-fold (Speaker Open Test)

Table 5: Results of BLSTM with MFB

Precision | Recall | F-score
Fast 0.485 | 0.444 0.450
Slow 0.486 | 0.189 0.269
Filler 0.566 | 0.331 0.397
Stuttered 0.505 | 0.340 0.381

The higher F-scores were due to the high recall values, which
means that false detection of the causes of error for the MS
was greatly reduced. Among the causes of error, the F-score
of ‘filler’ was the highest at 0.583, while the F-score of ‘stut-
tered” was the lowest at 0.379. One of the possible reasons
for the slightly lower F-score of ‘stuttered’” may have been
the similarity of the modulation spectrum patterns of ‘filler’
and ‘stuttered’ speech.

4. Conclusion and Future Work

In this study, a method of categorizing causes of speech
recognition errors related to the utterance speed was pro-
posed. The results indicate that our method using the modu-
lation spectrum can reduce the number of false detections for
all causes of error related to the utterance speed, compared
with the method using the Mel filter bank. Future work in-
cludes the enhancement of BLSTM as a categorization model
and experiments with other neural network architectures as
the categorization model. Also, to increase the categoriza-
tion performance of the system, combining the use of mul-
tiple feature extraction methods while setting their optimum
parameters should also be considered.
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